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Abstract

Excessive skewness which occurs sometimes in the data is represented as an
obstacle against normal distribution. So, recent studies have witnessed activity in
studying the skew normal distribution (SND) that matches the skewness data
which is regarded as a special case of the normal distribution with additional
skewness parameter (a), which gives more flexibility to the normal distribution.
When estimating the parameters of (SND), we face the non-linear equations
problem and by using the method of Maximum Likelihood estimation (ML) their
solutions will be inaccurate and unreliable. To solve this problem, two methods
can be used that are: the genetic algorithm (GA) and the iterative reweighting
algorithm (IR) based on Maximum Likelihood method. Monte Carlo simulation
was used with different skewness levels and sample sizes, and the superiority of
the results was compared. It was concluded that (SND) model estimation using
(GA) is the best when the samples sizes are small and medium, while large
samples indicate that the (IR) algorithm is the best .The study was also done
using real data to find the parameter estimation and a comparison between the
results superiority based on (AIC, BIC, Mse and Def) criteria.
Keywords: Skew Normal Distribution, Maximum Likelihood Method, Genetic
Algorithm, Iteratively Reweighting Algorithm.
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1- Introduction

Although the normal distribution is the most widespread distribution in
statistical theory, the reason is due to its analytical beauty and simplicity of
computation, but upon practical application and data analysis, we find that non-
normal distributions are more widespread than normal distributions and the
reason is due to the excessive skew found in the data and here the importance of
studying non-normal distributions appears.
In our research we studied the skew normal distribution (SND) that shares
common characteristics of the normal distribution (ND) added of the skew factor
(the skewness parameter o), which gives flexibility to the family of this
distribution in processing the data that contains the skewness , and when the
value (a = 0) the (SND) becomes (ND).
For the estimation of the (SND) model, the maximum likelihood (ML) method
was used. However, this method gives non-explicit solutions to the sample
observations due to the nonlinear equations that result when the (ML) function is
derived. For the purpose of improving and calculating (ML) estimates, iterative
reweighing algorithm (IR) and genetic algorithm (GA) based on the (ML)
functions were used.
The study was carried out by applying experimental data using Monte Carlo
simulation by generating random data distributed in a standard skew normal
distribution (SSND) by experimenting with different sample sizes
(n=20,50,100,200,500) and studying different levels of the skewness parameter (o
= 0.5,2,5). In addition to applying the model to real data and comparing the
results of algorithm solutions based on criteria (Mse, Def, AIC and BIC) in order
to obtain the best method for calculating the skew normal distribution model
(SND).
2- Skew Normal Distribution (SND)

The skew normal distribution (SND) was introduced for the first time by
the researcher Azzalini in 1985, and the normal distribution (ND) extends to the
skew normal distribution (SND) by means of the skewness parameter (a), and the
mathematical formula (pdf) for the (SND) distribution of the variable is written
The location parameter (n), the scale parameter (t) and the shape parameter (o)
are as follows [4:pp.331-332].

f(y,u,ra)——c)(yt”)w(ay_”) yER D

T
whereas :

1) (%‘) : The probability density function of the normal distribution .
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And when the value of the skew parameter is (o = 0) the distribution
(SND) is transformed into the normal distribution (ND), and the standard skew
normal (SSND) is called the skewness parameter (o) when the location parameter
is (0 = 0) and the scale parameter is (t = 1),And he writes mathematically as
follows [6:pp.4-6] :
fr,a)=20() e(ay),

YER (2)
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The following figure shows the probability density function of the (SSND)
distribution and the effect of the shape parameter () on the shape of the
distribution. Values (¢=0, 3, 7, 150) were chosen. We note that the value of (¢=0)
transforms (SND) into the (ND), and the amount of skewness also increases on
the left and right when the value of () increases [7:pp.908]:
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Figure 1: Effect of parameter (a) on the (SSND).
The moment generating function (mgf) , mean and variance of the (SSND) can be
written as follows [2:pp.174]:

2

My =2eZ (1) ®)
BV =5 2 @
Var(y) =1-2% ©)
8 : Represents the correlation coefficient whose magnitude is (|8] <1 ), where
0% fia

3- Maximum Likelihood Estimation (ML)

It is considered one of the most prominent methods used to estimate the
parameters of the statistical model with its high efficiency (ML) capabilities.
Whereas, the maximum likelihood estimators are the points that make the
function the Maximum possible, and the resulting estimates are called the The
maximum likelihood estimators (MLE), and the maximization function can be
written as the logarithm of the (SND) as follows [10:pp.6] , [6:pp.7]:

InL = nin(2) — nin(t) — > In(2m) _% n (yt;u)z + YisqIny (ay%“)
(6)

Deriving the function with respect to the parameters of (n, 7, a), the following
nonlinear equations are obtained:

51 () - @i i =0 0
w2 () - anhlid () -0 ®
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Where w = () are nonlinear equations, by simplifying the above equations,
it

we get the following:

~ _ ZiL1yiw(n)
=" ao (10)
—)2
t= |yp, 000 (11)
~ Z?=1(yi;ﬁ)
D) (12)

4- Iteratively Reweighting Algorithm (IR)
It is one of the types of function maximization algorithms, and it is used in many
previous studies in calculating the estimated of the maximum likelihoods
parameters of the skew normal distribution (SND) [3:pp.80]. The idea of this
method is to start with the initial (primary) values since the method is not very
robust unless good initial values are used, and by updating the nonlinear weight

(p)
function (Wi(p) = %) ,and after selecting the initial values, the nonlinear
weight functions (W) are updated repeatedly for the new estimates, as each
iteration of the algorithm increases the maximum likelihood function (InL) until
the algorithm converges to the local maximal optimal solution Or the general
(global) of the maximum likelihood function [10:pp.10-11],[3:pp.79-80].
Where:

yi—p®

t;: which equals (t; = =)

P: the number of iterations (p=1, 2, 3,.).
The new estimates of the SND parameters are found using the following update
equations [3:pp.79-80].

pP+D = g — WP P (13)
(0+1) —a<P><z:‘=1wi(p)yi—nw<P>y)+J(a<v>(z;‘=1wi(")yi—nW@)y)z+4n2;‘=1(yi—y)2
= o (14)
F—u®
(P+1) _ VK
a ~ IOwm® (15)

5- Genetic Algorithm (GA)

It is a random search technique that depends on the natural selection
mechanism and natural genetics to find the best accurate or approximate solution
to the problem under study. It was invented, suggested and developed by
Professor John Holland in (1975) [5:pp. 3].The (GA) has similar features to
natural systems that are based on the theory of natural evolution by (Darwin)
who explained that living things develop on the principle of Natural choice and
living organisms, how do they preserve themselves in the presence of the external
conditions surrounding them, in order to remain alive across generations,(GA)
generates a randomly generated complex of possible solutions, after which each
chromosome is evaluated by the evaluation function, and the selection process
comes into play, by selecting the best chromosomes, and then the genetic
algorithm passes the two hybridization processes during which the best
chromosomes are Crossover and the mutation in which random changes occur
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between the chromosome genes And it ends with the optimal solution through
some iterative adjustments, where the most resolute individuals dominate over
the weaker ones through the natural development mechanism [9:pp1019].

6- Simulation

Simulation is considered one of the most important tools for solving
complex problems through which the models under study can be studied,
analysed, and compared between the methods used, and the best solution can be
found. We evaluated in this study the use of the Monte Carlo simulation method,
which is considered the most common and used in the study and analysis of the
parameters of the model under study [10:pp15-18] .

Where in our research we generated a random variable with a standard
skew normal distribution (SSND) with the location parameter (n = 0),the scale
parameter (t = 1) and the shape parameter (a),the goal of the simulation is
Calculation of the estimator of the parameters of the maximum likelihood for the
distribution of the skew normal depending on the method of maximum
likelihood, where the two methods of genetic algorithm (GA) and iterative re-
weighing algorithm (IR),to compare the preference of the two methods in
calculating the model parameters, several different sizes of the sample were
applied (n = 20,50,100,200,500),in addition to studying the effect of skewness on
by taking different values for shape parameter (a = 0.5,2,3),noting that if it was a
parameter value The shape is equal to zero, it turns into a symmetric normal
distribution, and when the parameter value increases, the skewness increases.

We compared the results extracted from the methods used by the
arithmetic mean, the mean squares of error (Mse), which is the lower its value,
the better it is, and the sum of the mean squares of error of the distribution
parameters (Def), which measures the preference of the three parameters in the
efficiency of the model as a whole. Its value is less, the better.

We note from the simulation results the following:

1- In Table (1), when (u = 0, T =1, a. = 0.5), when calculating the estimation of the
location parameter (n) and the skewness parameter (o), we notice that the
iterative weighting algorithm (IR) is better than the genetic algorithm. (GA) in all
samples sizes used to obtain the lowest values of (Mse), and in calculating the
scale parameter (tr) when using small and medium samples sizes, (GA) was the
best, as well as the superiority of the (IR) algorithm for large samples sizes.
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Table 1: Calculate model parameters for (SND) , when (pn=0,t=1,a=0.5)
i T a
N Method Mean Mse Mean Mse Mean Mse Def

20 IR (ML) 0.487136 0.000875 0.260399 0.319772 0.000562 0.00000001 0.320647
GA(ML) 0.184553 0.001894 0.232137 0.065394 0.243303 0.000588 0.067877

50 IR (ML) 0.400528 0.000232 0.322131 0.215312 0.000040 0.0000004  0.215545
GA(ML) 0.196311 0.000977 0.259290 0.111822 0.263397 0.000697 0.113497

100 IR (ML) 0.375059 0.000229 0.270832 0.251487 0.000107 0.0000001  0.251716
GA(ML) 0.239171 0.000826 0.307702 0.247803 0.326604 0.001065 0.249695

200 IR(ML) 0.389489 0.000056 0.260699 0.228934 0.000018 0.0000004  0.228991
GA(ML) 0.234021 0.000687 0.304668 0.451937 0.319979 0.001023 0.453648

500 IR (ML) 0.324833 0.000065 0.237638 0.246605 0.000050 0.00000006 0.246670
GA(ML) 0.212209 0.000862 0.274592 1.224832 0.285900 0.000816 1.226511

2-In Table (2), when (u =0, T = 1, a = 2), we note that the (GA) algorithm was
superior in estimating the location parameter (1) as well as in estimating the scale
parameter (t) when using small samples. The medium samples sizes, as well as
the medium samples sizes (IR) algorithm components are more efficient than
(GA) in calculating the estimation of the shape parameter (o) in all the samples
sizes used and the large samples sizes with respect to the estimation of the scale
parameter (7).
Table 2: Calculate model parameters for (SND), when (p=0,t=1,0=2)

i T a
n Method Mean Mse Mean Mse Mean Mse Def

20 IR (ML) 0.091815 0.009674 0.184248 0.339320 0.143655 0.000175 0.349170
GA (ML) 0.183431 0.001215 0.232137 0.065394 0.2462686 0.000267 0.066878
50 IR (ML) -0.34539 0.011461 0.239420 0.226305 0.070619 0.000001 0.237768
GA (ML) 0.195159 0.000471 0.259290 0.111822 0.265894 0.000426 0.112720
100 IR (ML) -0.36777 0.006497 0.197035 0.258943 0.076428 0.000013 0.265454
GA (ML) 0.238225 0.000401 0.307702 0.247803 0.329018 0.000841  0.249045
200 IR (ML) -0.59017 0.004967 0.192246 0.233589 0.064924 0.000006 0.238563
GA (ML) 0.233328 0.000300 0.304668 0.451937 0.321671 0.000859  0.453097
500 IR (ML) -0.80667 0.003002 0.173303 0.249470 0.0613751 0.000004 0.252477
GA (ML) 0.211862 0.000427 0.274592 1.224832 0.286742 0.000724  1.225984

3- In Table (3), when (n =0, T = 1, a = 3), we note from the results of (Mse) that
(GA) was the best in estimating the location parameter () in all samples sizes
because it had less Values from the (Mse) standard, as for the calculation of the
scale parameter (t), then (GA) outperformed in small and medium samples sizes.
As for the large sample sizes of the parameter (t), the (IR) algorithm was
superior. All samples sizes used in estimating the skewness parameter (o).
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Table 3: Calculate model parameters for (SND), when (n=0,t=1,0=3)

i T a
N Method Mean Mse Mean Mse Mean Mse Def
20 IR (ML) 0.104157 0.009292 0.177810 0.340999 0.150017 0.000198 0.350490
GA (ML) 0.183395 0.001241 0.232137 0.065394 0.246364 0.000259 0.066895
50 IR (ML) -0.33826 0.011258 0.230879 0.227455 0.077883 0.000003 0.238717
GA (ML) 0.195077 0.000473 0.259290 0.111822 0.266075 0.000409 0.112705
100 IR (ML) -0.35414 0.006310 0.189576 0.259702 0.082725 0.0000165 0.266030
GA (ML) 0.238171 0.000409 0.307702 0.247803 0.329157 0.000828 0.249041
200 IR (ML) -0.58194 0.004890 0.185057 0.234081 0.071897 0.000008 0.238980
GA (ML) 0.233276 0.000302 0.304668 0.451937 0.321796 0.000848 0.453087
500 IR (ML) -0.79269 0.002940 0.166667 0.249767 0.067336 0.000004 0.252712
GA (ML) 0.211839 0.000432 0.274592 1.224832 0.286798 0.000718 1.225984

We note from the tables above Table (1,2,3) in all the difference in the size of the
skewness and based on the value of the standard sum of the mean squares error
of the samples (Def) for the skew normal distribution (SND), that the genetic
algorithm (GA) possessed the lowest value of the standard at small samples sizes
And the mean (n = 20,50,100), therefore, is considered the best in the model
estimation, but when using a large sample size (n = 200,500) the iterative (IR)
weighing algorithm is superior in calculating the (SND) model .

7- Application

The study relied on employing medical data for the variable of Diabetes in the
human being measured for (250) of reviewing patients (diabetes is a chronic
disease resulting from the inability of the pancreas to generate insulin in
sufficient quantity), and the data were collected from the records of Al Zahra
Teaching Hospital in Wasit Governorate. These data were used to estimate the
parameters of the skew normal distribution (SND). In order to know the behavior
of this data, descriptive statistics for the variable under study were extracted, as
shown in the following table:

Table 4: Descriptive statistics for the variable of diabetes

Mean Median Mode Std.deviation  Variance Skewness Kurtosis
198.64 155.00 120.00 103.02 10615.01 1.90 3.60
Minimu Maximum  Sum.

m

620.00 100.00 49660.00

From the above table, it can be seen that the data shows a high degree of
inconsistency. The reason is due to the high skew in the distribution of the data,
as the value of the skew coefficient (1.90) for the variable under study.

To know the shape of the histogram and the bar chart of the variable of diabetes,
the two charts were drawn as follows :
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Figure 2: The histogram of the data under study.
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Figure 3: The bar chart for the data under study.

Through the above drawings, the behavior of the data for the studied
variable can be observed and it is clearly shown that it does not distribute the
normal distribution (ND) due to the existing skewness, but rather it tends to the
skew normal distribution (SND). It can be concluded from Table (4) and the
graphs that the data has a curvature to the right (positive skewness), and to make
sure of what has been reached, we must test whether the data is distributed
normally or not. To do this, the Kolmogorov-Smirnov test was employed which is
based on the following hypothesis:

H,: Sample data follow a normal distribution (ND).
H;: The sample data do not follow a normal distribution (ND).

The result of the test statistic value was equal to (0.000), which is less than
the value of the level of significance (0.05). Thus, the null hypothesis is rejected
and the alternative hypothesis is accepted (the significant differences). This
indicates that the data is not distributed as a normal distribution (ND), but rather
as a skewed normal distribution (SND). For the purpose of calculating the
estimation of the parameters of the maximum likelihood (ML) of the skew
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normal distribution (SND), the program (MATLAB 2012) was used by using the
iterative reweighting algorithm (IR) and the genetic algorithm (GA). :
Table 5: Calculate the values of the estimator of the parameters of (SND).

V] T o Def Lnl AIC BIC
198.6400 2.0852 1.6284
IR 45071  -2.5510 5.1080 5.1186
3.4188 4.5071 1.0000
1.1643 7.3834 4.7373
GA 18.4691 -3.2295 6.4639 6.4727
3.1554 18.4681 1.0000

Rough Table (5), the estimation of the location, scale and shape parameter
of the (SND) of the (IR) algorithm was (198.6400, 2.0852 and 1.6284) respectively,
while in the genetic algorithm (GA) the estimation of the parameters was (1.1643,
7.3834 and 4.7373) on Straight. We note from the results of the table that the
results of the (IR) algorithm are the best because it has the smallest values from
the Akakiy Information Standard (AIC) and the Bayse Information Standard
(BIC) in addition to the standard sum of average squares of error for the
parameters (Def), where each of the two methods was (4.5071 and 18.4691) In a
row, it can be concluded that the iterative reweighting algorithm (IR) algorithm
is the most reliable and reliable in showing the best performance in representing
diabetes data for a skew normal distribution (SND).

The application aspect can be summarized in terms of the method preference
used (GA and IR) in the calculation of the model estimation and the parameters
of the skew normal distribution (SND).

Estimate The Skew Normal

Distribution
|
\
Parameter \l/
\'L Model
i T Q
The (IR) The The (GA) The (IR) Is The Best
Is Better (GA) Is OR (IR) FOR EASTETE
Better MODEL

Diagram 1: shows the preference of the methods used in estimating the model and
parameters from the (SND).
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8- Conclusions

Based on the experimental and Application side, the most important
conclusions can be summarized as follows:
1- Based on the simulation, we see the superiority of the results of the genetic
algorithm (GA) in estimating the model skew normal distribution (SND) at
samples sizes (n= 20, 50, 100) because it has the lowest value (Def) regardless of
the skewness value.
2- Based on the simulation, it was concluded that the results of the iterative
reweighting algorithm (IR) of the model were superior to the sample sizes (n =
200, 500) because it obtained the lowest value for the (Def) criterion.
3- Through the simulation results, we find that the (IR) algorithm was the best in
calculating the estimator of the location parameter (1) when the skewness was
slight (0.5), while the genetic algorithm (GA) was the best when the skewness
increased from (0.5).
4-Through the simulation results, it was concluded that the (GA) method is better
because it has less (Mse) when samples are small or medium, and (IR) is the best

for large samples sizes in estimating scale parameter ().

5-We notice from the simulation study that the (IR) algorithm has a clear
advantage in calculating the estimator of the skewness parameter (a) because it
has less (Mse).

6-On the application side, we note the preference of the iterative reweighting
algorithm (IR) in estimating the skew normal distribution model (SND) over the
genetic algorithm (GA) because it has the lowest values of the calibrators (AIC,
BIC and Def).

7-1t can be concluded from the Application side that the (GA) algorithm is better
in calculating the estimation of the location parameter (1) because it has the
lowest value of (Mse) and a clear superiority of the (IR) algorithm by employing
it to calculate the estimation of the scale parameter (t) because it has the lowest
value of( Mse). The (IR) algorithm and the (GA) are equal in calculating the
estimation of the skewness parameter (a) based on the (Mse) criterion for having
them.
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