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Abstract : 
Researchers have increased interest in recent years in determining the 

optimum sample size to obtain sufficient accuracy and estimation and to obtain 

high-precision parameters in order to evaluate a large number of tests in the field 

of diagnosis at the same time. In this research, two methods were used to 

determine the optimum sample size to estimate the parameters of high-

dimensional data. These methods are the Bennett inequality method and the 

regression method. The nonlinear logistic regression model is estimated by the 

size of each sampling method in high-dimensional data using artificial 

intelligence, which is the method of artificial neural network (ANN) as it gives a 

high-precision estimate commensurate with the data type and type of medical 

study. The probabilistic values obtained from the artificial neural network are 

used to calculate the net reclassification index (NRI).  A program was written for 

this purpose using the statistical programming language (R), where the mean 

maximum absolute error criterion (MME) of the net reclassification network 

index (NRI) was used to compare the methods of specifying the sample size and 

the presence of the number of different default parameters in light of the value of 

a specific error margin (ε). To verify the performance of the methods using the 

comparison criteria above were the most important conclusions were that the 

Bennett inequality method is the best in determining the optimum sample size 

according to the number of default parameters and the error margin value. 

Keywords: optimum sample size, Bennett‘s inequality, artificial neural network, 

regression method, net reclassification index, mean maximum absolute error. 
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1-Introduction 
 Diagnostic or screening tests are used to detect the patient's illness in 

medical fields. The accuracy of these tests can be assessed through all types of 

traditional statistical methods such as Sensitivity and Specificity. In recent 

studies, it has become more and more necessary to evaluate accuracy when 

adding new information such as the new biomarker (new biomarkers) or the 

structure of the new paradigm that may be added to the basic diagnostic method. 

In order to study the performance of diagnostic accuracy to obtain an 

appropriate data set with reasonable sample size. We may not obtain a sample 

size with statistical efficiency to achieve significant results with high accuracy. On 

the other hand, it is not possible to conduct a study with a very large sample size 

leading to a loss of accuracy in the desired results And effort, time and material 

cost. There are several methods for calculating the optimum sample size in the 

areas of social, economic and medical sciences, especially in the field of diagnostic 

medicine. 

Therefore, the question of estimating the sample size, in this case, has 

become more difficult and complex. Therefore it is necessary to use methods of 

calculating the sample size that is commensurate with the high-dimensional data 

and also commensurate with the criteria of accuracy, as was suggested (Pencina 

et al. in the year 2008) the net reclassification index (Net reclassification index) 

(NRI), as this indicator is used to improve diagnostic accuracy when adding new 

vital signs to basic vital signs [Pencina, D'Agostino, Vasan: 2008] and obtaining a 

new model that includes basic variables in addition to the new signs, and let new 

vital signs be on, For example, genes belonging to a specific protein of breast 

cancer patients These signs have been added to the basic vital signs, for example, 

age, gender, heart rate, body temperature, blood pressure, respiratory rate, etc. 

To improve the accuracy of the diagnosis for people with this disease and to judge 

about all this process, we use an accuracy criterion which is the net 

reclassification index (NRI), so it must be determined. Appropriate sample size to 

measure diagnostic accuracy using this index. 

This research aims to find the best sample size to obtain the best estimate 

of parameters in the presence of high-dimensional data (HDD) based on the best 

reclassification network indicator (NRI) as a statistical measure to obtain 

accuracy in diagnosis and thus obtain the most accurate diagnosis of new vital 

indicators added to basic vital indicators In order to obtain an accurate diagnosis 

or medical examination. 

 

2. Sample Size Determination Methods 
In this research, we will use two methods to determine the optimum sample size 

in the presence of high-dimensional data, which are Bennett's inequality method 

and the regression method and by using a binary non-linear logistic regression 

model to estimate the Net Reclassification Index (NRI). These methods can be 

listed as follows.  

 

 

 

 

 



 

 

 

 

 

Journal of Economics and Administrative Sciences Vol.27 (NO. 128) 2021, pp. 152-166 
   

  

265  

 

   

 

 

 

1.2 - Inequalities Method 
   Sometimes the application of normal approximation using the central limit 

theory is undesirable, and the symmetric unimodal distribution may not be 

appropriate to the shape of the distribution in order to describe the estimated 

parameters in finite samples, especially when the true parameters are within the 

naturally bounded.   

 (Bennett's inequality (Bennet 2.1.1 –  

Proposed Bennett’s in the year (1962) Bennett's inequality, and I used this 

inequality for the jth of the estimators where the following formula was obtained: 

- 
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To achieve an error probability bound (α), we may bound each estimation error 

probability with(α/p) using the Bonferroni correction.   

  

Note that the right side of the inequality is a decreasing function of the variance 

of     . [Bennett: 1962] 

 As (  ) represents the maximum values of variance vector for each estimator  ( ) 

to achieve the limits of error probability for the level of significance (α) from the 

above probability formula, we obtain a formula for calculating the sample size as 

in the following formula: - 
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Assume ϵ> 0, and a very small value is close to zero. [Pencina, D'Agostino, Vasan: 

2008] 

   Regression Method  - 2.2 
 (Jiang and Li) proposed (2017) a regression method for calculating the 

sample size in the case of high-dimensional data in order to determine the 

biomarkers, supposing that we have an experimental data set with a size (  ) (the 

default size is from previous experience). Practically, this training data set can be 

obtained either from previous studies or by conducting a pilot study. [Jiang, Li: 

2008] 

This method can be illustrated with the following steps: - 

 

    (1) - Generate k random resamples from an experimental data set. For 

repetition k = 1, ……, K . We generate a random number     through uniform 

distribution of the over ,   ⁄    - And obtain a sample of size     .We refer to 

the parameters for    that are estimated based on kth from a sample that 

represents   ̂  . 

And using averages that  

 ̅  
∑ √    ̂  
 
   

∑ √   
 
   

   

Then the error is calculated from the estimation process for each sample 𝐾. 
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    | ̂    ̅ | 

  (2) - Therefore, when estimation error is taken, we obtain: 

    | ̂    ̅ |    √   ⁄  

    Dividing the constant vector is approximately equal to the root of the given 

sample size. 

    (  )   √   ⁄  

Then we get 𝐾 of the arranged pairs for the sample size and the estimation 

error from the first step, Where the sample size is     (independent variable) and 

the estimation error     as a response (dependent variable), thus we produce a 

regression model as in the following formula: - [Jiang, Li: 2008] 

    
  

√   
 
   

√   
                      ( ) 

.   Where : (  ) unknown parameters 

     : random error with a mean of zero. 

We estimate the vector parameters  (  )  using the (Weighted least Squares 

Estimation) (WLS) method, we obtain:- 
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 Depending on the regression model in the second step, we can calculate 

the sample size Nj for any error value (ϵ), and assuming that Z j is the 

significance levels    ⁄  of the following amount: 

  √        ̂                  

   By employing the significance levels, sample sizes and estimated parameters 

previously obtained in the regression model to obtain error values, as follows: 
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The values of  (Nj)  are as follows: 
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From the values of(  Nj), we withdraw the sample size, which represents the 

largest value of ( Nj) , as follows:- 
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3. Binary logistic regression model 
 Logistic regression is one of the elements of a set of models called the 

general linear models' group. The logistic regression model describes the 

relationship between the response variable, which is of the intermittent type, and 

the explanatory variables are of the intermittent or continuous type or mixing 

between them. It is also considered an important method in data classification 

and allocation to specific groups, and It has the relationship between the response 

variable (y) and the explanatory variables (Xi), whether its type is quantitative or 

qualitative non-linear, where the response variable (y) is binary response 

Bernoulli distribution assuming one of the two values (1,0), and that the 

probability of occurrence Price (  ) and the probability of non-response (    ). 
As it is considered a special case of GLRM models, the probability density 

function can be written as follows: - [Scott, 2002] 

 (    )    
  (    )

                               ( )            
Where 

yi = 0,1 

yi: binary response variable. 

πi: the probability of a response when yi = 1. 

 Expecting a response variable represents the probability of a response. 

 (  )   (   )                                   ( )           
 The variance of the response variable, according to the Bernoulli distribution. 

 (  )    (    )                                 ( )               
Let             Be a set of explanatory variables that n represents the number 

of observations of these variables that form the matrix X. 

  (   )                                    

Where 

 i = 1,2,   , n, (n) represents the sample size. 

j = 1,2, +, k + 1, (k) is the number of explanatory variables, p = k + 1 represents 

the number of parameters. 

 If yi = [y1, y2, ...… yn] is a random sample from the two-response variable and yi 

∈ {0,1}.  

Thus, the formula for the logistic regression model is as follows:  

                   ( )       
Where 

πi: represents the logistic regression function (probability of response). 

   
    

∑    
 
     

   
   ∑    

 
     

            ( )      

Where 

 𝛃
 
: vector of the parameters of degree (1 × p) if  i=1,2,...,n  , j=1,2,....,p 

(Xij) = {xi1, xi2,… xij}: an array of explanatory variables of degree (n x p) 

 n: represents the number of views. 

p: represents the number of explanatory variables. 

Whereas, the random error limit (ei) is divided into Bernoulli distribution with a 

mean of zero, as in the formula: - 

                                             (  ) 
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Taking the expected for two sides of equation (10), we obtain:- 

 (  )                                (  )           
The variance of the random error limit is equal to the variance of the dual 

response variable. 

 (  )    (    )                       (  )      
Therefore, the random error limit has a mean of zero and a variance of πi (1-πi). 

It is noted that the variance of the error limit depends on the values of the 

response probability (πi). [Shen and Gao, 2008: 4 ] 

3.1 - Linear transformation to the binary logistic regression function 
Because of the negative bends in the logistic regression parameters, which 

affect these properties of the parameters and the predictable response values, 

many statisticians resort to linear transformation by using the Logit function 

(Logit) to remove the curvature of its parameters where the results are The test is 

misleading because the parameters are not distributed naturally and are biased. 

Their variations are not as minimal as possible. In (1944), the researcher 

(Berkson) found a logarithmic relationship in order to convert the relationship 

between the explanatory variables and the probability of the response (π_i) to a 

linear relationship by converting the probability pr (Y = 1│X) to a function 

whose duration is from ( -∞, + ∞) This function is called the odds ratio which is 

given by the following formula: - 

  (   | )

  (   | )
 

  (   | )

    (   | )
                    (  )           

Until we get a function with a range of (-∞, + ∞), we take the natural logarithm of 

the odds ratios (Odde), and it is as follows:- 

      (  )    (
   

     
*                                  (  ) 
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*     ∑   

 

   

                          (  ) 

The form can be rewritten as in the following form:- 

   (
   

     
*  𝛃  𝛃   𝛃     𝛃       𝛃        (  )   

Where 

I=1,2,.....n    ,   j=1,2,.....,p 

U: is a baseline variable . 

Xi1, Xi2,…, X (ij): represent the observations of the explanatory variables. 

   𝛃  𝛃  𝛃    𝛃 : logistic regression model parameters. This means that the 

binary logistic regression model became linear using the Login function [ 

Kleinbaum, Klein, 2002]  
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 4. Artificial Neural Network (ANN) 
 Artificial neural networks (ANN) are networks of artificial neurons 

connected to act as simple processing elements for a specific task. There are 

different types of networks, including multi-layer networks (Multi-Layer 

NetWork) that have been widely used to solve regression problems, as the multi-

layer neural network model contains an input layer (source nodes), or one or 

more hidden layers (arithmetic nodes) and the output layer) Account contract). 

Whereas the input layer has the function of receiving the input signals, the 

hidden layers are responsible for processing and disseminating the received 

(input) signals and their output. [Haykin, 2008] 

In order to obtain efficient and highly accurate prediction capabilities, we 

will use the artificial neural network called the hidden monolayer neural network 

while bypassing the communication layer. The aim is to obtain estimates for the 

binary logistic regression model and employ these values in the net 

reclassification index (NRI) to obtain the estimated values of the indicator and 

then determine the best method for determining the optimum sample size. 

Some multi-layer neural networks may have special connections called 

(Skip Layer), where some of the input signals directly connect to the output layer, 

i.e., the implementation of the hidden layer. [Pencina, D'Agostino, Steyerberg: 

2011]. 

     (   ∑      ∑    

 

   

 

   

  (∑        

 

   

))  (  ) 

Equation (9) shows the artificial neural network with skipping the 

communication layer where the result of the input node (k) is handled by the 

output node (l) and (logistic activation function) will be used, which takes the 

following formula: - 

 ( )  
 

     
      (  )  

 Depending on the activation function, the neural network outputs will be 

binary values confined between (0.1). Also, this network represents the direct 

contact between the input node and the output node. This network is called the 

hidden monolayer neural network, with the communication layer being skipped. 

[Habibnia, Maasoumi, 2008] 

  
Figure (1) represents the network with the hidden monolayer neural network 

with the connection layer being bypassed 
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5. Measurements of the accuracy of diagnosis and classification 
     We will use one of these important measures, the Net reclassification index 

scale, and then obtain the best sample size that gives the most accurate diagnosis 

of the new biomarkers added to the basic biomarkers for diagnosis or a medical 

examination. [Pencina, D'Agostino, Vasan: 2008] 

6. Net reclassification index 
  It was suggested by (Pencina and others) in (2008), and it is considered one 

of the common statistical measures to evaluate the new vital indicator added to 

the basic model in case of multiple categories. 

We use the net reclassification index in the classification in the case of multiple 

categories, and the formula for the net reclassification index (NRI) is as follows: - 

   ∑     *  (  )       (  )   (  )      (  )| 

 

   

  +  (  ) 
     Suppose we have (p) biomarkers, and we want an NRI for these scores for a 

sample view. We refer to the net reclassification index (NRI) with the symbol (Sj) 

where (j = 1, 2, ..., p).  We refer to his estimate through this sample with the 

symbol (  ̂) Moreover, the probabilities of this indicator are estimated in two 

categories based on the two-response logistic regression model.  In the case of 

multiple categories, its probabilities were estimated by relying on the multi-

response logistic regression model as it is considered non-estimated Unbiased, 

and the estimated NRI is as follows: - 

  ̂  ∑
  
  

∑  * ̂  (  )      ̂ (  )  ̂  (  )      ̂ (  )      

 

   

 

   

  +     (  ) 
Where 

 ̂  (   )      ̂ (   ): represents the probabilities of the new model. 

  ̂  (  )      ̂ (  ) : represents the probabilities of the old (basic) model. 

 ̂ (  )  . ̂  (  )  ̂  (  )      ̂  (  )/ : represents the estimated 

probabilities. 

Using the central limit theory ( CLT), we can show √ ( ̂   )
 
→ (    

 ). The 

variance of the scale ((  ̂)) can be obtained from the following relationship: - 

  
  ∑

  
 

  
  

 

   

 ∑∑        

 

   

 

   

                       (  ) 

Where 

    (  (  )      (  )   (  )      (  )|   )    
is considered the best rating accuracy measure with the largest value of the net 

reclassification index (NRI). [Li, Fine, : 2008] 
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7. Simulation 
It is a method that includes the use of a theoretical mathematical model 

and its analogy to the real model that represents the problem studied or as 

defined by (Naylor) It is a method used to control the experience to be studied 

and know its characteristics and properties using mathematical and logical 

susceptibility available in the electronic calculator or as others have known a 

method by which an alternative model is found Similar to the real model without 

trying to get the real model itself. [Al-Batal: 2008] 

Figure (2) an algorithm showing the simulation mechanism to compare methods 

of determining the sample size 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Determine the sample size by the above methods 

 

 Determine the initial values for the parameters 

and generate the explanatory and primary 

variables 

 

Calculation of Estimated Values of Logistic Regression 

Using the Artificial Neural Network (Logistic 

Function) 

Calculating the estimated values of the net 

reclassification index(sî) based on the neural 

network output 

(ANN)  

START 

Determine the value of p 

 

Calculation of comparison criteria Average maximum absolute error Estimated and real 

values of net reclassification index (NRI) between methods of specifying sample size 

 

Calculation of the net reclassification index 

(si) 

Determine the best method for sample size based on the comparison standard 

 

END  
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((p): represents the number of features, i.e., the number of explanatory variables 

(X's)) 

7.1 Stages of building simulations 
To analyze data using simulation experiments, it is necessary to define the stages 

of building simulation, which are as follows: - 

7.1.1 Generate explanatory variables 

 First Case: - 

 Explanatory variables are generated according to the multivariate normal 

distribution according to the following formula: - 

             (   ) 

As that 

  (   )   
                                                        

As for the main variable, it is generated from the standard normal distribution, 

as follows: - 

   (   ) 
Second Case:-  

The explanatory and baseline variables U are generated according to the 

standard multivariate normal distribution and according to the following 

formula: - 

               (   ) 

7.1.2 -Defining the initial parameters 

 The default values for simulation experiments are described according to the 

following table: - 

Table (1-4): The default values for the initial parameters for the first case 

 

Table (2-4): The default values for the initial parameters for the second case 

 

  

(         )                  𝛃  (        ) عذد انًعهًاخ  = (             ) 

𝛃  (         )                      2 

𝛃  (         )                        3 

𝛃  (         )                        4 

(         )                  𝛃  (        ) عذد انًعهًاخ  = (             ) 

𝛃  (     )                        2 

𝛃  (     )                        3 

𝛃  (     )                        4 
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7.1.3 -Response Variable Calculation 

     The probability response variable is calculated based on the logistic regression 

model as follows: - 

   
 

   
                        (  ) 

As that 

U: is a baseline variable . 

𝛃 : parameter of the baseline variable. 

 

 7.1.4-  Generate the Reclassification Network Index 

        After the probability model has been generated in paragraph (7.1.3), the 

probabilistic value is used to calculate the reclassification network index, which 

represents the confusion between two probable logistical models, one of which 

includes the main variable and the probable response variable symbolized by 

 ̂(  ) which takes the formula The following: - 

 ̂ (  )     
 

   
         (  ) 

   
 

   
               (  ) 

The other includes the primary variable in addition to the explanatory variables 

and the response variable, symbolized by  ̂(   ), which takes the following 

formula: - 

 ̂ (   )     
 

   
      (  ) 

   
 

   
                         (  ) 

As that 

U: is a baseline variable. 

𝛃 : parameter of the baseline variable. 

 

7.1.5- Discuss simulation experiments 

  Statistical Programming Language (R) program was used where the average 

greater absolute standard (MME) of the Net Reclassification Network (NRI) 

index was adopted, and the results were as follows: - 

Table (3-4): Comparison of methods for determining the sample size the first case 

(    )    
  (          )                

NRI 

regression Bennt. Inq. Methods 

631 2681     

0.0100436 0.00371892      ̂ (     ) 
0.03654729 0.02242589 (   )  

2221 6181     

0.007394658 0.001607057      ̂ (      ) 
0.02422569 0.01652275 (   )  
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Table (4-4): Comparison of methods for determining the sample size the first case 

(     )    
  (          )                

NRI 

regression Bennt. Inq. Methods 

638 28:8     

0.005637807 0.002937762      ̂ (     ) 
0.04388563 0.01585712 (   )  

2190 7075     

0.002439609 0.00124253      ̂ (      ) 
0.03802348 0.0112162 (   )  

  

Table (5-4): Comparison of methods for determining the sample size the first case 

(     )    
  (          )                

NRI 

regression Bennt. Inq. Methods 

674 2:51     

0.005864626 0.004069711555      ̂ (     ) 
0.03585019 0.01760712 (   )  

2188 7638     

0.002693432 0.0009105066      ̂ (      ) 
0.01849395 0.006812624 (   )  

 

Table (6-4): Comparison of methods for determining the sample size the second 

case 

(     )    
  (      )                

NRI 

regression Bennt. Inq. Methods 

62: 2824     

0.008815351 0.003597973      ̂ (     ) 
0.06086168 0.01546763 (   )  

2165 6745     

0.004324181 0.001754779      ̂ (      ) 
0.02997787 0.01323156 (   )  

 

Table (7-4): Comparison of methods for determining the sample size the second 

case 

(     )    
  (     )                

NRI 

regression Bennt. Inq. Methods 

8:4 3111     

0.005820985 0.002442682      ̂ (     ) 
0.03590148 0.01793922 (   )  

3174 7872     

0.001876937 0.001615918      ̂ (      ) 
0.009594903 0.008292873 (   )  
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Table (8-4): Comparison of methods for determining the sample size the second 

case 

(     )    
  (      )                

NRI 

regression Bennt. Inq. Methods 

777 2083     

0.009956108 0.002515294      ̂ (     ) 
0.05703476 0.0190346 (   )  

2564 8202     

0.00388981 0.002148653      ̂ (      ) 
0.043663 0.008870116 (   )  

 

Analysis of the results 
Simulation results for the first case showed that table number (3-3), (4-3), 

(5-3), resp -ectively, when the number of parameters (p = 50) (p = 150) (p = 300) 

and the parame- ter values (𝛃  (          )  𝛃      𝛃       ) The best 

way to determine the sample size when the margin of error value (ε = 0.1,0.05) is 

the regression method since it has the highest mean largest absolute error 

(MME).  

Simulation results for the second case showed that table number (6-3), (7-

3), (8-3), respectively, when the number of parameters (p = 100) (p = 400) (p = 

600) and the parameter values (  (      )                 )  The best 

way to determine the sample size when the margin of error value (ε = 0.1,0.05) is 

the regression method since it has the highest average largest absolute error 

(MME).  

8 . Conclusions and recommendations 
8.1 - Conclusions 
Through simulation experiments and the results presented, the researcher 

concluded the following: - 

1- Through the experimental side, the results proved that the best way to 

determine the sample size in both cases is the (Regression) method and at the 

margin of error value (ε = 0.1,0.05) 

2- There is an inverse relationship between the sample size and the margin of 

error, as we note that the smaller the margin of error, the greater the sample size 

and vice versa. 

3- The best estimate of hypothetical parameters for high-dimensional data was 

obtained by using the Regression method because it has the highest mean 

maximum and greatest absolute error (MME). 

8.2 - Recommendations 

In light of the conclusions that we reached through the research, the following 

recommendations can be included: 

1- We recommend using the Regression method to determine the sample size in 

the case of high-dimensional data and for studies, especially in the medical and 

diagnostic fields. 

2- We recommend using the Net Reclassification Index (NRI) for medical studies 

of diagnostic medicine. 



 

 

 

 

 

Journal of Economics and Administrative Sciences Vol.27 (NO. 128) 2021, pp. 152-166 
   

  

276  

 

   

 

 

 

3- Using different methods other than artificial neural networks to estimate the 

dual logistic regression model and thus estimate the net reclassification index 

(NRI). 
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 مستخلص البحث

الايثم نهحصىل عهى دقح وذقذٌش كافٍٍٍ صاد اهرًاو انثاحثٍٍ فً انسُىاخ الاخٍشج ترحذٌذ حدى انعٍُح 

  .ونهحصىل عهى يعانى عانٍح انذقح ورنك نرقٍٍى عذد كثٍش يٍ الاخرثاساخ فً يدال انرشخٍص فً اٌ واحذ

 ذى فً هزا انثحث اسرعًال طشٌقراٌ نرحذٌذ حدى انعٍُح الايثم نرقذٌش يعانى  انثٍاَاخ راخ الاتعاد انعانٍح 

وطشٌقح الاَحذاس . ٌرى ذقذٌش اًَىرج الاَحذاس انهىخسرً انثُائً وهزِ انطشائق هً طشٌقح يرثاٌُح تٍُد . 

انلاخطً تحدى عٍُح كم طشٌقح فً حانح تٍاَاخ عانٍح الاتعاد تاسرعًال انزكاء الاصطُاعً وهً طشٌقح انشثكح 

ُاسة يع َىع انثٍاَاخ وَىع انذساسح (  كىَها ذعطً ذقذٌش عانً انذقح تًا ٌرANNانعصثٍح الاصطُاعٍح ) 

انطثٍح . ٌرى ذىظٍف انقٍى الاحرًانٍح انرً ذى انحصىل عهٍها يٍ انشثكح انعصثٍح الاصطُاعٍح  فً حساب يؤشش 

( حٍث ذى Rذى كراتح تشَايح نهزا انغشض تاسرعًال نغح انثشيدح الاحصائٍح ) ,( NRIاعادج انرصٍُف انصافً )

  (NRI)( نًؤشش شثكح اعادج انرصٍُف  انصافً MMEاكثش خطا يطهق ) الاعرًاد عهى يعٍاس يرىسظ

وتىخىد عذد انًعهًاخ الافرشاضٍح يخرهفح  فً ظم قًٍح هايش خطا نهًقاسَح تٍٍ طشائق ذحذٌذ حدى انعٍُح 

نهرحقق يٍ اداء انطشائق تاسرعًال يعاٌٍش انًقاسَح اعلاِ حٍث كاَد اهى الاسرُراخاخ هً اٌ  .  ( )يعٍٍ 

ح يرثاٌُح تٍٍُد هً الافضم فً ذحذٌذ حدى انعٍُح الايثم تاخرلاف عذد انًعهًاخ الافرشاضٍح وقًٍح هايش طشٌق

  .انخطأ 

, انشثكح انعصثٍح الاصطُاعٍح , طشٌقح  ;حدى انعٍُح الايثم , يرثاٌُح تٍٍُد المصطلحات الرئيسة للبحث

 الاَحذاس , يؤشش اعادج انرصٍُف انصافً , يرىسظ اكثش خطا يطهق
 

                                                      
)*(

 .تحث يسرم يٍ سسانح ياخسرٍش 
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