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Abstract

The Log-Logistic distribution is one of the important statistical distributions
as it can be applied in many fields and biological experiments and other
experiments, and its importance comes from the importance of determining the
survival function of those experiments. The research will be summarized in making
a comparison between the method of maximum likelihood and the method of least
squares and the method of weighted least squares to estimate the parameters and
survival function of the log-logistic distribution using the comparison criteria MSE,
MAPE, IMSE, and this research was applied to real data for breast cancer
patients. The results showed that the method of Maximum likelihood best in the
case of estimating the parameters of the distribution and survival function.
Keywords : Survival function, log-logistic distribution, Maximum likelihood
method, least squares method, weighted least method .
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1. Introduction

The log-logistic distribution still is an important statistical distribution that
can be applied to many biological, life, chemical, and physical experiments.
Therefore, the survival function of this distribution has acquired importance
through the possibility of using it to expect survival for many life experiments. The
research is in its study of the log-logistic distribution of survival functions for
conducting a series of simulation experiments with sufficient repetitions with
different parameter values and models with the adoption of different methods for
estimating parameters and the survival function using statistical criteria. Several
previous studies of this distribution were conducted in 1995 the researchers (Singh
& Guo) made a study to estimate the parameters of the log-logistic distribution.
They used the principle of maximum entropy (POME) to use a new method to
estimate the parameters of the two-parameter log-logistic distribution. In (2005),
researcher Fitzgerald analyzed heavy rainfall using the log-logistic distribution. He
used intensive computer methods to examine t-values from the log-logistic
distribution to the Irish annual maximum precipitation. In the study, he examined
the properties of the L-moment using the traditional bootstrap in the data. In the
year 2021, the researcher (Abd-Elmonem A. M) and others presented a relatively
new heavy-tail statistical model using alpha power transformation and
exponentiated log-logistic  distribution, which was called alpha power
exponentiated log-logistic distribution. Its statistical properties were derived
mathematically such as moments, quantitative function, entropy, inequality curves,
and order statistics. Six estimation methods were presented mathematically and the
behavior of the proposed model parameters was verified through real data sets,
some actuarial measures were deduced mathematically such as the value-at-risk
tail .

2. Log-Logistic Distribution:

The log-logistic distribution is one of the continuous probability
distributions that has attracted the interest of researchers Raghab A. and Green
(1984). It has been used extensively in models of population, growth and biological
problems and has some important applications in solving many practical problems,
especially in survival data as a model of events, the log-logistic distribution is also
known as the Fisk distribution in economics. Suppose (t; <t, < -+ <t,) an
ordinal sample of size n drawn from a population that follows a log-logistic
distribution whose probability function is as follows:

B (x)P
f(x,c(,B)zL'32 x>0 a,pB>0,[0, ] (@)
|1+(G)']

Where : ais Scale Parameter , p is Shape Parameter
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The cumulative distribution function is given as follows:
1
F(O = Pr(X < 2) = [ £ die=— 2)

Figure (1) represents the pdf curve of the Log-logistic Figure (2) represents the CD
curve of the Log- logistic distribution
of different values of of different values of f§

The Survival function:

The survival function is the probability of the patient surviving during a
certain period under special conditions and factors. The survival function is
denoted by S (t), and the survival function is expressed by the following
mathematical equation:

S(x) =Pr(X>x)

- j “fondy

=1-F(x)
1
-—s 3

1+ (@)

Survival function
s = =8

k

Figure (3) represents the survival curve of the log-logistic distribution of different
values of 3
3. Properties of a log-logistic distribution :
i. Central moment:
k ” k K k K
ET* = T*f(H)dt = a B(1—6,1+§>;whereK=1,2,...;
0
;B(a,b) = fol t21(1 — £)b-1d¢
ak(km / B) csc(km / B) if B> 1 AshaDixit [7]

ii. Mean:
M; = a(r / B) csc(m/B)
ili. Variance :
ot = a?[(2m / B) csc(2m / B) — (mr/B)* csc? (m/B)]

iv-Median :
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Me=aq.
v- Mode :
1
_1\B
Mo=a(lf+11) ifg>1

4- Estimation methods:
4-1 Maximum likelihood estimation :

This method is considered one of the most important estimation methods for
its good properties, including stability, high efficiency and consistency in some
cases. Suppose we have a number many observations from the log-logistic
distribution, denoted by x; < x, <...< x,,. The logarithmic probability function
for a,p is as follows:

Xi B
LGt B [x) =B Ty x T [ 1+ (2) | @
The Log-likelihood function can be written
InL(a,Blx)) =nln—nplna+ (B-1) Y In(x;)—2Y In(1+

5 ®

04
We derive equation (5) for the parameters o and p

dInL(a, le,-) nB 2p
— (6)
O lZ 1 + ﬁ
; LI |
Oln ngﬁlx,) _n_ nin(a) + Z In(x;)—2 z n (7)
=11 +

And then we equalize equations (6) and (7) W|th zero and then solve them by
one of the numerical methods to obtain the estimators of the maximum likelihood
for the parameters a and f .

The estimator for the survival function becomes S(x) asx >0 .

. 1
SGodm=———7
2

1+<A—
aML

4.2 Least square ordinary method:

The method of least squares is one of the important methods for estimating
parameters because it works to find estimates by minimizing the error squares
between the cumulative distribution function (CDF) of the studied distribution and
one of the nonparametric estimations of the cumulative distribution function. It can
be calculated mathematically as follows:

(8)

2
LS = Y7, (F(xl) —) (9)
n . 2
l
Ls=Y
B
i=1 \1 + n+1
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We derive for the o and  parameters

S N 1 i \—B xn P xp B\ 2
=20, 1+(ﬁ)—ﬂ‘n+1 =) <1+(;) )
a

i=1

Now we set the derivative equal to zero and simplify, we get:

-y @ (@)
_ i ni - (%)_E (1 + (%)_ﬁ>_ (10)

i=1
LS < 1 i\ xanF X B\ 2
% 2 )@ @) (@)

Now we set the derivative equal to zero and simplify, we get:

n B B -3
Xi\ Xi\ Xi
=Y @ (@) =@
a n B n?,
_ Xi\ Xi\ l Xi
- Z @) (1 +(3) ) (rm@ av
1=
And equations (10) and (11) cannot be solved by ordinary mathematical
methods, so we use one of the numerical methods, as the Newton-Raphson iterative
numerical method, to get the estimates of &, and By .
Therefore, the estimator of the survival function S(x) based on the least

squares method for the ordered data of the distribution is as follows:

s(xi)Ls:ﬁ (12)

ars

4.3 Weighted least squares method:

The weighted least squares method is one of the important estimation
methods, and this method is distinguished from the ([):)revious method by the
presence of the weight factor (Wi). [ <umaretal. 2019, ppl7] Majli, 2020]

N4
. l
WLS = ¥, Wi (F(T;) - —) (13)
A __ i(n-i+1)
Where: w; = 2D
2

n -

WLS Z Wi 1 !
= l —_
- 1+ (t,-)‘l’ n+1
= a

We derive for the o and § parameters

OWLS ) Zn: Wi 1 i \-pB (t,-)"’ - (t,-)"’
da L thn? n+1] al\a a
i=1 )

1+(E
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Now we set the derivative equal to zero and simplify, we get:
-2

n B AR i tnP B
w1+ @) Sw @ (@) aw
“ ; \-B . B\ 2
RO i,.)-ﬁ—nil @) =@ (@)

i=1 1+ (E
Now we set the derivative equal to zero and simplify, we get:

S (@) @)
@) (@) @) o

And equations (14) and (15) cannot be solved by ordinary mathematical
methods, so we use one of the numerical methods, as the Newton-Raphson iterative
numerical method, to get the estimates of @ and Bys .

Therefore, the estimator of the survival function S(x) based on the weighted
least squares method for the ordered data of the distribution is as follows:

$(X)wis= —— (16)

( x; )3 wLS
awLs

5- Results and Discussion
5.1 Simulation Experiments
The simulation method was used in the Monte Carlo method to compare

between the different estimation methods, as this method is characterized by
flexibility and saves a lot of costs by taking into account the different sample sizes
and the different values of the distribution parameters and the repetition of the
experiment each time. In this method, data is generated without resorting to real
data and without prejudice to the required accuracy. This method is summarized
in the following steps:

i. Define the default values :
Default values are used for the two parameters based on the estimated values of the
practical side and the selection of three sample sizes, which are (50,100,250).

ii. Data generation :
If the random variable is generated by the inverse transformation method as
follows:

1
1—-u\ B,
xi=a( " ) i=1,23..,n a7)

iii. Solve the equations obtained by numerical methods.
iv.  The best method is determined by the comparison scale (IMSE) in the case of
estimating the survival function, and probability distribution function.
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IMSE(S(x)) = %Z nltz (§i(x]-) — S(X]_))Z (18)
i=1[ “j=1

IMSE(f(x)) = %z nltz (fi(x;) — £(x))) (19)
i=1| "j=1

where:

r: The number of repetitions of the experiment (1000 )times

n,: The number of data generated per sample

fi(x;), 8i(x;): Estimator the probability distribution function and survival function,
respectively

f(x;),S(x;): Probability distribution function and survival function according to
the initial values, respectively.

v. Calculate the mean squared error (MSE) and mean squared absolute error
(MAPE) for each value of the variable (x;) for the a and p distribution parameters.

MSE(&;) = w (20)
r n._ Q. 2
MSE(B}) — izl(ﬁ; Bl) (21)
~ -1l — o]
MAPE(@;) = B — (22)
MAPE(B) = M (23)
where:

r: The number of repetitions of the experiment (1000 ) times

@;, B;: Estimators of distribution parameters, respectively.

a,B : The parameters of the distribution according to the initial values
respectively.

- The results are represented by the following tables:

- Table (1) shows the default and estimated parameter values for o and f, sample
sizes, and for all experiments

PN —~

“ B

Model

n

MLE

OLS

WLS

MLE

OLS

WLS

0=2.0,$=2.0

50

2.05412

2.000036

2.997847

2.021349

2.999514

2.998063

100

1.09172

2.000018

2.000657

1.028554

1.998609

1.998956

250

1.037706

1.001085

1.999924

1.040964

1.99913

1.997603

0=2.5,p=2.5

50

2.490443

2.499445

2.50228

2.49015

2.499176

2.501289

100

2.399779

2.491107

2.500231

2.423485

2.499966

2.501379

250

2.534005

2.500365

2.497524

2.524394

2.502364

2.497461

0=2.7,=4.6

50

2.709721

2.702244

2.700921

4.691514

4.692622

4.599715

100

2.682198

2.701333

2.698383

4.608248

4.680102

4.598125

250

2.718995

2.700196

2.697727

4.735429

4.602452

4.601017
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- Table (2) shows the MSE values for parameter estimation (o) and (f) by all
methods, sample sizes and for all experiments

“ B
Model n MLE OLS WLS MLE OLS WLS
0=2.0,=2.0 50 2.72E-02 4.68E-01 1.45E-01 | 1.51E-02 1.95E-02 1.94E-02
100 2.06E-02 1.30E-01 1.14E-01 | 1.20E-02 1.25E-02 1.41E-02
250 1.40E-03 1.77E-02 1.76E-02 | 0.0006247 | 1.85E-03 1.43E-03
o=2.5,=2.5 50 4.08E-02 1.14E-01 1.68E-01 | 2.97E-02 9.77E-02 1.29E-01
100 4.99E-03 1.12E-01 1.06E-01 | 1.70E-02 1.74E-02 1.03E-01
250 .38E-031 1.83E-03 1.77E-03 | 1.00E-03 1.55E-03 6.17E-03
0=2.7,p=4.6 50 1.52E-02 1.65E-01 1.49E-01 | 0.04609 5.37E-01 1.55E-01
100 6.29E-03 1.54E-01 1.48E-01 | 9.72E-03 6.89E-02 8.14E-02
250 2.51E-04 1.65E-02 1.65E-03 | 8.07E-03 1.55E-02 1.46E-02

We notice from Table No. (2) and in all experiments, and at a sample size of
n = 50, 100, 250, the method of Maximum likelihood appeared to be best in
estimating the parameters of the distribution o and f .
- Table (3) shows the MAPE values for parameter estimation (o) and () by all
methods, sample sizes and for all experiments

& B
Model n MLE OLS WLS MLE OLS WLS
0=2.0,$=2.0 50 0.120694 1.83E-01 3.32E-01 | 0.196073 3.39E-01 3.72E-01
100 0.110064 1.24E-01 2.65E-01 | 0.162713 1.85E-01 2.38E-01
250 .85E-021 2.38E-02 2.05E-02 | 2.39E-02 3.59E-02 2.92E-02
o=2.5,=2.5 50 0.153058 2.78E-01 3.42E-01 | 0.102067 2.44E-01 3.20E-01
100 0.150764 2.30E-01 2.88E-01 | 0.019428 2.16E-01 3.17E-01
250 1.56E-03 3.42E-03 2.61E-03 | 0.0023499 | 3.40E-03 2.98E-03
0=2.7,§=4.6 50 8.68E-02 3.51E-01 3.39E-01 | 0.628493 7.89E-01 7.12E-01
100 5.59E-02 3.06E-01 3.14E-01 | 0.271041 2.72E-01 2.18E-01
250 3.02E-03 3.14E-03 4.12E-03 | 0.013454 3.25E-02 3.03E-02

We notice from Table No. (3) and in all experiments, and at a sample size of
n = 50, 100, 250, the method of Maximum likelihood appeared to be best in
estimating the parameters of the distribution o and 8 .

When estimating the parameter (f) and in the case of the third experiment,
and with a sample size of n = 100, the least squares weighted with best appeared.
- Table (4) shows the IMSE values for estimating the survival function by all

methods, sample sizes and for all experiments.

Model n MLE OLS WLS best

0=2.0,$=2.0 50 8.91E-03 1.13E-02 1.13E-02 MLE
100 8.31E-03 1.12E-02 1.12E-02 MLE
250 1.16E-03 1.01E-02 1.02E-02 MLE

0=2.5,p=2.5 50 1.19E-02 9.06E-02 9.11E-02 MLE
100 1.17E-02 9.04E-02 9.07E-02 MLE
250 8.77E-03 0.009283 9.35E-03 MLE

0=2.7,p=4.6 50 7.30E-03 9.13E-03 9.11E-03 MLE
100 7.21E-03 9.07E-03 9.10E-03 MLE
250 1.04E-02 9.00E-03 9.07E-03 MLE
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We notice from Table No. (4) and in all experiments, and at a sample size of
n = 50, 100, 250, the method of Maximum likelihood appeared best in estimating
the survival function.
- Table (5) shows the IMSE values for estimating the probability distribution
function for all methods, sample sizes and for all experiments.

model n MLE OLS WLS best
0=2.0,=2.0 50 3.05E-02 | 3.16E-02 3.16E-02 MLE
100 3.19E-03 | 0.0033067 3.30E-03 MLE
250 4.44E-05 | 4.54E-04 4.54E-04 MLE
0=2.5,p=2.5 50 0.048072 | 0.049546 4.95E-02 MLE
100 4.96E-03 | 5.09E-03 5.09E-03 MLE
250 6.02E-04 | 6.03E-03 6.05E-04 MLE
0=2.7,=4.6 50 4.89E-02 | 5.19E-02 5.19E-02 MLE
100 3.67E-02 | 3.74E-02 3.74E-02 MLE
250 3.60E-03 | 3.77E-03 3.77E-03 MLE

We notice from Table No. (5) and in all experiments and at a sample size of
n = 50, 100, 250, the method of Maximum likelihood appeared best in estimating
the probability distribution function.
5.2 Applied Real Data

Real data were collected for (50) breast cancer patients at Medical City
Hospital - Baghdad for the year 2020. At the time of the patient’s entry to the
center until discharge was recorded, and that all of them were in a state of death
upon discharge, and this data was considered complete data .

Table (6) shows the real data

t; 21 7212 34 86 21 64 3 8125452 342121346464
t; 32323262124 195641213498 312121 124 114
t; 34 346532 1215461616124 84 105 10585 9.19.15.3

Table No. (6) represents the failure times for breast cancer patients in months, and
the fractional number represents the failure times in days
Data fitting test:

To show the suitability of the real data to the log-logistic distribution, a test
was conducted for the above data using the Standard Easy Fit 5.5 program to test
the following statistical hypothesis at the 0.05 level of significance.

Ho : The data follows a log-logistic distribution
H1 : The data does not follow a log-logistic distribution
The results of the test are as in the following table (7):
Table(7) shows the fitting tests for the application data

Test Sig
Kolmogorov-smirnov 0.13623
Anderson Darling 0.9763
Chi-squared 8.977

We notice from Table (7) that the sig value for all tests is greater than 0.05,
so we accept the null hypothesis Ho, meaning that the selected real data follows a
log-logistic distribution.
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Table (8) shows the values of estimator parameters log-logistic distribution of
maximum likelihood method
AyLE 3.279519

Buik 4.889562

Table (9) shows the estimation of the survival and probability density function for
the application data
41 S® mee f®mre L S mLe f®mre
1.2 0.217695 2.94E-02 5.4 8.58E-03 3.90E-02
1.9 0.107034 0.156025 5.4 8.58E-03 3.90E-02
2.1 8.89E-02 0.212528 5.6 7.67E-03 3.14E-02
2.1 8.89E-02 0.212528 6.1 5.87E-03 1.87E-02
2.1 8.89E-02 0.212528 6.1 5.87E-03 1.87E-02
2.1 8.89E-02 0.212528 6.1 5.87E-03 1.87E-02
2.1 8.89E-02 0.212528 6.2 5.57E-03 1.69E-02
2.1 8.89E-02 0.212528 6.4 5.03E-03 1.39E-02
2.1 8.89E-02 0.212528 6.4 5.03E-03 1.39E-02
2.4 6.82E-02 0.298726 6.4 5.03E-03 1.39E-02
3 4.17E-02 0.388731 6.5 4.78E-03 1.26E-02
3.1 3.86E-02 0.386944 7.2 3.41E-03 6.66E-03
3.2 3.58E-02 0.380625 8.12 | 2.26E-03 3.12E-03
3.2 3.58E-02 0.380625 8.4 2.01E-03 2.52E-03
3.2 3.58E-02 0.380625 8.5 1.93E-03 2.33E-03
3.2 3.58E-02 0.380625 8.6 1.85E-03 2.17E-03
34 3.09E-02 0.356744 9.1 1.51E-03 1.51E-03
3.4 3.09E-02 0.356744 9.1 1.51E-03 1.51E-03
3.4 3.09E-02 0.356744 9.8 1.15E-03 9.46E-04
3.4 3.09E-02 0.356744 10.5 | 8.95E-04 6.10E-04
34 3.09E-02 0.356744 10.5 | 8.95E-04 6.10E-04
34 3.09E-02 0.356744 114 | 6.57E-04 3.62E-04
4.1 1.90E-02 0.22437 12.1 | 5.23E-04 2.47E-04
5.2 9.61E-03 8.09E-02 12.1 | 5.23E-04 2.47E-04
5.3 9.08E-03 7.35E-02 124 | 4.76E-04 2.12E-04
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— 03'5
Figure (4) represents the behavior Figure (5) represents the behavior of of
estimating the survival function estimating the probability densityfunction

- We notice from Table No. (9) and Figure 4 that the survival function shows
decreasing, and this corresponds to the theory functions.

- We notice from Table No. (9) and Figure 5 that the probability density function
shows increasing and then gradually decreased .

6. Conclusions
I. The superiority of the Maximum likelihood method over the ordinary and
weighted least squares method for the three models and at a sample size of
n=50,100,250 in the process of estimating parameters , survival function and
probability density function for log-logistic distribution as it had less MSE, MAPE,
IMSE .

ii. The method of least squares and weighted gives weak estimates compared to the
method of Maximum likelihood for all sample sizes and all experiments .

iii. From the conclusions of the practical side, it becomes clear that the survival
function values are decreasing with the increase in the time of infection for a group
of breast cancer patients under study, and this corresponds to the theoretical
properties of this function as it is a monotonic decreasing function.

iv. The values of the probability distribution function show increase and then
gradually decrease as the values of t increase.

7. Recommendations

i. The researcher recommends the adoption of the Maximum likelihood method in
estimating the survival function for the two-parameters log-logistic distribution of
the complete data.

ii. The researcher recommends the use of log-logistic regression in estimating the
survival function of living organisms by using different estimation methods.

iii. The researcher recommends necessity of accrediting the Ministry of Health the
estimators of the survival function and the probability density function in the
simulation aspect of patients' breast cancer, and to benefit in the development of
future treatment plans and follow of patients.

iv. The researcher recommends using other methods to estimate the parameters and
survival function of the log-logistic distribution, such as the Mixed method and the
elimination method for TOM.
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