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Abstract:

The financial markets are one of the sectors whose data is characterized by
continuous movement in most of the times and it is constantly changing, so it is
difficult to predict its trends , and this leads to the need of methods , means and
techniques for making decisions, and that pushes investors and analysts in the
financial markets to use various and different methods in order to reach at
predicting the movement of the direction of the financial markets. In order to reach
the goal of making decisions in different investments, where the algorithm of the
support vector machine and the CART regression tree algorithm are used to
classify the stock data in order to determine the trend of the stock if it is a rising
stock or a descending stock .The aim of the research is to classify the financial stock
data using five variables where the data of the Iragi Islamic Bank for investment
and development was used where the results showed the accuracy of the algorithm,
the support vector machine and the CART algorithm, and their performance was
good. Also, the results showed that the Support Vector Machines algorithm is the
best when compared with the CART algorithm, using the Classification Error and
MSE criteria.
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1. Introduction:

The financial markets is one of the important economic sectors in countries,
the importance of which lies in their ability to revive .The economy of countries,
because it is a source of money and investments, and this leads to the fact that it is
characterized by its dense data. It is large and has constant movement most of the
time[2], and that makes it more complex than other types of data. It contains the
hidden relationships between its variables, and the classification is the direction of
stock movement, which is characterized by being non-linear. Where the research
aims to use the SVM algorithm and the CART regression tree algorithm in
classifying Stocks and Support Vector Machine, which is one of the machine
learning algorithms, which is characterized by its ability to control the decision
function and its ability to use the kernel function, and The Support Vector Machine
is considered to be very popular because of its ability to solve non-linear problems
by transforming quadratic programming. And support vector machine, its solution
IS unique and the best in the world the cross-validation method has been used to
avoid over-matching, as well as by specifying the maximization margin of
Hyperplane and the CART regression tree algorithm, which is one of the tree
algorithms classification regression is common in tree formation and is considered
a special case of decision trees. Using a regression tree because of its potential and
ability, the CART algorithm is characterized by its simplicity, flexibility and ease of
understanding, as well as it is characterized by its ability to conduct an analysis
without the need to understand each step of the program, and this is used in several
types of the data including continuous, discontinuous, ordinal and nominal data.
This method aims to improve the classification of the objective variable.

There are many studies that dealt with these two methods, and the following
is a presentation of some of these studies [13]. The two researchers (Ghaida and
Saja) in 2014 discovered the rate of desertification in the urban area based on the
contents of the images. [12]The researchers (Rosllo & Fuente) presented a
simulation of the stock market using the Support Vector Machine in 2014. [4]The
researchers (Omar and Suhad) in 2016 presented the Bayesian method in the tree
regression classifier in estimating the assembly model and comparing it with the
logistic model with the application [3] In 2018, the two researchers (Rana and
Ghaida) published a comparative study of algorithms for data mining and analysis
of emotions and their applications [1] The two researchers (Asmaa and Baraa) in
the year 2020 presented a comparison between tree regression and binomial
regression methods using simulation.

2. Materials and Methods
2.1 Regression Trees CART

It is one of the most popular classification regression tree algorithms for tree
formation. It is considered a special case of decision trees, which is a tree diagram
based on dividing the data set into more than one set to improve classification of
the target variable. The way it works is by dividing the predictive data set into
molecular groups subsets more homogeneous than the original group [1l]and
represents the decision rules in the so-called binary trees through the CART
algorithm, where the resulting data set is a pyramidal shape and the top part is
called the root node, while the base of the tree is represented by groups of small
homogeneous observations that are represented by leaves, as the root node contains

data.



Journal of Economics and Administrative Sciences Vol.28 (NO. 132) 2022, pp. 74-87

The sample of the problem under study or part of it, that is, is a two-part
tree, this algorithm continues work until a decision tree is formed[1] as shown in
the figure below

\

root node

Leaf(class)

[1]Figure 1: Represents the regression tree diagram for classification.

The interest in using the regression tree began because of its different
capabilities and ability to deal with data from the rest of the traditional algorithms
for classification and data analysis in many research studies about the rest of the
traditional algorithms for classification and data analysis in many studies and
research which needs big data to build a reliable decision base .The CART
algorithm is characterized by its simplicity, flexibility and ease of understanding. If
K is from the classes (¢; , ¢, , ..., ¢ ) and a sample of the data is training data can
be seen from the following:

1- If T contains one or more observations of the same class, cjwill be the tree has a

leaf assigned to the class ¢;

2- If T does not contain the views of those classes, then there is no tree for this data
3- If T contains a mixture of observations of those classes, there will be a testing
data

based on the singular attributes of those observations that can give one or more
results

The pairs are separated (o, , 0, , ... , 0, ) and the T group is divided into
subgroups.

(t1.,ty, ..., t, ) where T;contains all the observations that have the results 0;from
the test

that has been selected and the process is repeated on all subsets of the test data
training data[l]. A tree classification can be represented by needing a large
number of data
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Suppose the data consists of the response variable (y) from a set of predictive
variables

X = (X1, X0, X3, cee vy X))

It is in the form of a fixed matrix (m).

x;can be either quantitative variables (continuous or discontinuous) or descriptive
variables (nominative or ordinal)

Algorithm steps of the operations that are performed at each node

1- Choosing all allowed divisions of predictive variables usually binary divisions
generate binary questions

2- Choosing the best division the word best in this step refers to the term selection
of some criteria good division, as is the case with the concept of (good matching),
and there are well-known methods of estimation:

(least squares) and (absolute least variance) both refer to comparison in terms of
homogeneity

or reduce the application of the measurement at the node (father)

3- Splitting stops at the node that does not meet the conditions required for
ordering variablesx;in the question in the first step

4-1s (x; > c) for all values of C that are within the range of x; that is,x;takes
limited numbers

(bg,by ,by,...,b;)

The question here is whether (x,,, €c) when C is within the range of the molecular
groups

[bo, b1 , by ,..., b ]

These cases are in the tree T whose answer is either (yes) going to the left of the
node is its answer

(No) it is going to the right node and the above methods stop at the third step when
applying

It doesn't perform well the tree is too big at the node when there is little data in the

In each node there is an algorithm that searches the variables one by one

It starts from x;and continues until it reaches x,,. For all variables we find the best
division and then compare with m

The best division of a single variable and then selecting it is the best basic tree
model

The first and second steps are repeated for the sons node until we reach the end of
the tree

F'(x)=Y"_,cemI[(x;,x;)] €ERM] )

where
F" (x): represent the estimator model

Cm =node means

A 1
C mzmz:xi € RmY;
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2.2 Support Vector Machine

It is one of the classification techniques in data mining, and it is one of the
machine learning algorithms that has been reached. It was mentioned by the
scientist Vapnik in 1992[15] that the support vector machine includes line
construction. The hyperplane between two groups in order to classify them is the
decision surface. The separator between the positive group and the negative group
is that its function is to construct the best separator level Hyperplane between the
positive and negative classes and the distance between the boundary Hyperplane
and the closest element of any of the two classes is called margin, where
Hyperplane classifies data in a linear way by creating a classifier that classifies the
data support vector machine SVM is easy to handle with little data but not with big
data also, the support vector machine converts a non-linear data field into a linear
data field. It is done using the kernel function, which converts the data field from
non-linear to a field. Linear data and the support vector machine SVM does not
depend on data dimensions but on properties engineering data support vector
machine SVM consists of several stages is the representation of data in the drawing
graph and finding the hyperplane and finding the biases that the concept of the
support vector machine is separation between two classes where the first class (+1)
represents the positive class and the second class represents (-1) negative class.
2.2.1 Methodology

Support vector machine SVM depends on several factors that directly and
indirectly affect the creation of the final solution also affects the classification
accuracy, including the Hyperplane and Lagrange multipliers and support vector
Support Vector:- They are points that lie on the boundary line between the two
classes
The boundary can be explained by the following two equations[15]
wix;+b=+1 for y;=+1 i=12...N (2)
wix;+b=-1 fory;=-1 i=12...N )
The separating surface level equation that lies at the extreme of each class can be
represented as follows
wix;+b =0 (4)
As shown in the following figure

DA

[9]Figure 2: Separator diagram in SVM .
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The separation limit first secondary can be represented in the support vector
machine as follows
wix; + b= +1 (5)

It represents the separation limit secondary in the support vector machine as
follows
thi +b=-1 (6)

a- Primal equation in the following form
Lw,b,a) =3 w3 — I, a;(y:(x" w+ b) — 1) )

X Represents training data points.
y;:- Represents training points a sign.

When opening the equation, write as follows

1 .
Lw,b,a) = w'w— ¥l a;y; X wAbEh @ y) + X ) ()
We apply the terms and conditions

1-

:_VLV:O - W=l yxt 9)
a;:- Lagrange Multipliers

0 < a; <CcC

Where

c:- It represents a criterion that balances the estimated error with the amount of
divergence from the main axis using a value of 1

2-

g—§=0 - Yis1 Yia; =0

And the dual equation is in the following form[5]

max,, o L(w",b", a)

Subiject to

o >20,iel1,..n and Y 0;y; =0

When substituting the equation, it will be in the following form[5]

* * 1 - A
maxal.....,anL(W ’ b ’ a) = maxal.....,an - E Z?:l Z?:l aiajyiyj xlTx] + 2?:1 Qa;
Subject to
o =>20,iel1,..n and Y 05y; =0

— \V'h i
W'=Yl 0y X

Hyperplane distance is as follows
2

(10)

llw|

And to find the limit of bias, through the following
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The data point that satisfies equation (9), which takes the following form
ywix+b)=1 (11)
Then it is substituted into equation (14) to get the following equation

yQisiaiyixix+b)=1 (12)
Then y is multiplied by the equation to get the following equation

VO yixx+b) =y (13)
This is because y2represents 1 as it is represented in the following two equations
wix+b >1 for y,=+1

wix+b <1 for y;,=-1
We get the following equation

b=y-Yila;y;x;.x (14)
Then taking the average for each equation, we get the following

1
b = N i1y — Xlayi x;.x) (15)

And so, the classification equation is as follows|[5]
y=W=xx;+b) (16)

The following is a diagram showing support vector machine

w.x-b=1vs
Ve

7 7 - -
\ ’ o
s
b 7

[11]Figure 3: Diagram showing Support Vector Machines Below are the types of
support vector machine
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2.2.2 Linear Support Vector Machine

It is a linear classification problem that aims to find the best hyperplane
between data with Maximization margin[5]. If the data is linearly separable where
it is Hard Margin, and if the data is not separable, it is Soft Margin. If the data is
two-dimensional, D = 2, then the data is divided into two parts
D:- Represents the number of dimensions
But if the data has dimensions greater than two D > 2, then the data is divided into
three lines to configure the separator level
2.2.3 Nonlinear Support Vector Machine

In most cases, the classification process is non-linear, so the support vector
machine is used which uses many procedures, and one of these procedures is the
Kernel function. The kernel function is the function of converting data from a low-

dimensional space to a high-dimensional space [6] as shown in the following figure

Input space Feature space
[7]Figure 4: Diagram Nonlinear classification in Support Vector Machines.

2.3. Comparison Criteria
i- Classification Error

Error of Classification = (N_sum(‘:ag(cm))) ................................... (17)

CM : It represents Confusion matrix
N : It represents the sum of the Confusion matrix

ii- Mean Square Error

1 1 1 -
MSE = ~¥R  MSE; = 23R8 [ o3 (¥ = P2 | (18)
Y;: It represents the real response variable.

=

Y;: It represents the estimated response variable.
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3. Results and Discussion

On the practical side, Support Vector Machine svm and CART algorithm
were used, as well as drawing to clarify the efficiency of Support Vector Machine
svm. In classifying the trends of financial stocks, whether they were rising or
descending, data was used. The financial stocks for the years 2019-2020 of the Iraqi
Islamic Bank for Investment and development[16], which used variables related to
stocks in order to perform the classification process, and these variables are as
follows
1-X, : Represents the variable stock price
2-X,: Represents the variable initial stock price
3-X3 : Represents the variable highest stock price
4-X, : Represents the variable lowest stock price
5-X5 : Represents the variable the real value of the stock
The Support Vector Machine Svm application, through the use of the data of the
Iraq Stock Exchange, the Iragi Islamic Bank for Investment and Development, and
this data consists of five variables, which are the stock price and the initial stock
price, the highest stock price, the lowest stock price, the real value of the stock, and
105 entries. The methods were applied by writing a program in Matlab 2018b, and
the accuracy criteria were calculated depending on the criteria, which are as
follows
3.1 Support Vector Machine Application
Here, the Support Vector Machine is applied, and the results are obtained as
follows

Table 1: Results SVM for criteria Error classification and MSE
MSE Error of Classification

0.000599 0.085714286

Note from the above table

1- The Support Vector Machine SVM method

The value of the Error Classification is equal to 0.0857
2- The Support Vector Machine SVM method

The value of the MSE is equal to 0.000599
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New Microsoft Excel Worksheet

[ .
1 0.5 0 0.5 1

Figure 5: It shows the practical results of the SVM method

In the above figure, it was found that the SVM method classified the data
into rising and declining stocks. Well, this indicates that the SVM method is highly
efficient in classifying data

3.2 CART Application

Table 2: Results of Error classification and MSE Criteria for CART

MSE Error of Classification

0.0054 0.5524

Note from the above table

1- The CART method

The value of the Error Classification is equal to 0.5524
2- The CART method

The value of the MSE is equal to 0.0054
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x W< 0.455 Bx1 >= 0.2

x1 >=0.405 2 >=0.445

x2 <0.385

x2 >=0.385 x1 >=0.435

x1<0.345

Figure 6: Shows the results of a CART regression tree.

We notice from the above figure that the CART method classified financial
stocks into two categories, which are rising stocks and descending stocks where it
can be observed at the ends of the tree, which indicates the completion of the
classification process.

The results showed that the Support Vector Machine algorithm is the best
when compared with the CART algorithm, using two criteria Classification Error
and MSE.
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4. Conclusions:

i- The results showed that the accuracy of the SVM algorithm was good, and the
SVM algorithm was effective in classifying the categories of rising stocks and
falling stocks.

ii- The SVM algorithm obtained the best results when compared with the CART
algorithm by using the Classification Error criterion in classifying financial stocks.
iii- The SVM algorithm has recorded the best results when compared with the
CART algorithm by using the MSE criterion in classifying financial stocks.

iv- It was found that the SVM algorithm obtained the best results when compared
with the CART algorithm, using all criteria .

5. Recommendations:

i- Determination of large sample sizes for the methods used in order to obtain the
best results.

ii- Using other artificial intelligence algorithms for comparison methods.
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