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Abstract

In this research, some robust non-parametric methods were used to estimate
the semi-parametric regression model, and then these methods were compared
using the MSE comparison criterion, different sample sizes, levels of variance,
pollution rates, and three different models were used. These methods are S-LLS S-
Estimation -local smoothing, (M-LLS)M- Estimation -local smoothing, (S-NW) S-
Estimation-NadaryaWatson Smoothing, and (M-NW) M-Estimation-Nadarya-
Watson Smoothing.

The results in the first model proved that the (S-LLS) method was the best in
the case of large sample sizes, and small sample sizes showed that the (M-LLYS)
method was the best, while the second model showed in general that the S-LLS
method was the best in addition to the method M-LLS was the best in some cases of
sample sizes and at different levels of variance. As for the third model, it was
shown through the results that in most cases the S-LLS method was the best in
addition to the M-LLS method which was better in some cases of sample sizes and
at different levels of variance.

Key words: Semi-Parametric Regression;M-Estimation;S-Estimation; Robust
Semiparametric Methods; Nonparametric Estimation Method;Kernel Method.
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1. Introduction:

Semi-parametric regression (SPR) is considered a partial model that
consists of a parameter vehicle and a non-parametric component [1]. The main
feature of this model is that it contains all the positive features of the parametric
and non-parametric models [2].

But the data often contains outliers, so the use of parametric regression
estimation methods will not be appropriate, for example, the method of least
squares and the Maximam Likelihood, which calls for searching for alternative
methods to traditional estimation methods.

The aim of this study is to estimate a semi-parametric regression model using
robust estimation.

Because of its importance, many researchers have written about semi- parametric
regression

In the year 2000 (Dylin, Ljwe) [9] studied the semi-parametric regression model for
the rate function of events.

In 2005, the researchers (Luisito, Eric) [3] examined the (Kuznets) environmental
curve across countries using a semi-parametric regression model.

In 2007, (Anatoly, Demitry, Yuri) [12] studied the semi-parametric regression
models to assess the biological productivity.

In 2010, the researchers (Nikolaos , Lefteris) [10] studied the semi-parametric
regression model to estimate the cost of programs in the early stages of
development.

In 2015, the researchers (Xu , Xiaohua) [13] studied the semi-parametric model to
study nutrition improvement and diet change.

In 2017, the researchers (Rui, Chenlei, Jinhong) [8] estimated the semi-parametric
regression model for longitudinal data.

In 2019, the researchers (Sebastion, Freek) [11] studied the quasi-parametric model
to estimate the dynamic model in robots.

2. Semi-Parametric Regression Model

It is considered that the semi-parametric regression model is one of the
statistical methods that achieves the characteristics of both parametric and non-
parametric regression [2] and they enjoy more than the two types mentioned above
in the first two-part model, the first part contains unknown parameters [11] It is
estimated by one of the methods by which parameter regression is estimated such
as the Ols method or the Mle method.
As for the second part of the model, the relationship or function that includes the
effect is unknown. This part is estimated by one of the nonparametric methods
The Semi-parametric regression model can be represented by the following
formula [14].
Y=XB+ g(2) + ¢; -~
Y: represents the response variable of degree (n * 1).
X : represents the matrix of explanatory variables of degree (n*p).
B: a feature vector of degree (p*1).
z . a second explanatory variable of degree (n*1).
9(2): represents an unknown parametric function of degree (n*1).
g; . vector of errors of degree (n * 1).

106



Journal of Economics and Administrative Sciences Vol.28 (NO. 132) 2022, pp. 105-117

3. Nonparametric Estimation Method
To estimate the non-parametric part of the Semi-parametric regression model,
the following non-parametric smoothing methods were used.

3.1 Nadaraya-Watson Smoothing

The Nadarya-Watson estimator is the most widely used estimator for
estimating non-parametric regression models, but here it will be considered a semi-
parametric estimator to estimate a semi-parametric regression model.

One of the most important features of this estimator is that it is used in both
cases, whether the design is fixed or random, and the general formula for this
paver is written as follows|[5].

- kG
iw=y B @

i=1 {1=1k( h )

k(=2);Kernel Function
3.2 local Linear Smoother

The main idea behind this smoother is a non-parametric estimation of g when
Z =z and is used if the design is random or fixed. This leads to least squares solving
but with different advantages.
We will illustrate this through Tyler's series

i=1(Tyy;

TORE— LONEY
Z—le:l '

T = k(52 ) [Snz — (Z — Z)Sy]
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4. Robust Semi-Parameter Estimation Methods
4.1 M-Estimation

It is an alternative hippocampal regression estimator to the method of least
squares and an extension of the (MLE) method [4]. It is widely used and sometimes
called (Huber's estimations) [6] and it is considered a strong estimation against
outliers

—~

B,=minP(e;)
n k
Bu=min> o vi= Y x5,
i=1 j=0

p(.):1t is a symmetric function that has a minimum termination point at zero and
gives a contribution to all the values of the remainders in the objective function

The steps of the M method for estimating a Semi-parametric regression model are
as follows [4][1].

1. We set the value of the iteration counter to 1=0 we set an initial value of
[B10,B20,B30, ---- Byo] = Bo

for we substitute the default value(B,) in the model(1) and move it to the other side
y—XB=g(2) +¢i
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y*'=g9(z) + i o (4)
Asy—XB=y"
2. Let's assume an initial value of g*(z)
3. We estimate ¢” using the formula
_ MAD
g =
0.6745
MAD = median|e; — median(e;)|
4. Calculate the weighted value w; according to a Tukey function that lives on
residuals.

i={[1_(%)2]2' lwil<¢ e(d)

, lw | >c

5. Producing new experimental data Y*"
w.
Y= g(z) + 71
6. Calculation of g(z) using the nonparametric grader (NW)

and (L.L.S)
z—7Z; .
D k(557 o)
Nw n k(Z - Zl)
i=1 A
. _ 2i=1(T:yy)
9 (2)s = Tyn .
i=1 i

7. We repeat steps (2) through (6) until we obtain a stable estimate
8. We substitute Steps (7) into the model (1)
Y=XB+g(z) + ¢
Y—g(Z) =XB+£i
Y =XB +¢;
9. We assign an initial value toB
10. The ¢" is calculated in the same formula as before (3)
11. Calculate weights according to the Tukey function in the same formula (4) [6]
12. The calculation of B is estimated according to the following formula
By = X'WX)“1X'wy
(W): It is a matrix of diagonal weights with a capacity(n = n) to estimate the
parameters of the parameter part
13. We repeat steps (9) to (12) until obtaining stability in the estimate of B
14. We substitute (13) in the Model (1) form
Y=XB+3G(z)+¢
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We follow the same steps to employ the M method in the Local Linear

Smoother and the iteration process continues to be the linear smoother as follows
|BLs(X)! — Bis(X)'1|| < 0.0001

4.2 S-Estimation

This method is called S-estimation because it depends on the estimation of
the scale of errors [4]. The method of least squares was generalized by (Rousseeuw
& Yahai) [6] to provide this new category of estimation in the framework of (S-
estimation) and this method reduces the total errors to the lowest possible and is
very resistant to anomalies found in data [1].
The parameters are estimated by minimizing the residual errors and depend on the
residuals of the M. Method [7].
B = minBé(el,e2,..., en)
By defining the lowest Robust estimator (¢”S) and it achieves

) Zn: <yi_z;‘=0xijﬁj>
min ) p —
i=1 s

The S method is more robust than the M method because the S estimators
have smaller asymptotic bias and smaller asymptotic variance in the data with
outliers.
The steps of the S method for estimating a Semi-parametric regression model are
as follows [4] [1].
1. We give B an initial value
The form becomes in the following form
y—XB = g(2) + «i
y =9(2)+e&i
2. Let's assume an initial value of g(z)
3. The @ of the initial estimate is calculated using the formula

MAD
o' =

0.6745

MAD = median|e; — median(e;)|
And calculate the ¢” for a frequency greater than one according to the following
formula

5. = Y, Wie?;,
$ nkK

4. Calculate Value u; :%
5. Calculate weights according to the Tukey function (4) but c=1.547

6. Calculation of g(z) using the nonparametric grader (NW) and (L.L.S)

zZ—Z7Z; .
N k(557 o)
g (Z)yw = N z—7,
i=1 k( h )
(21 = ie1(Tiyy)
g\(Z)Ls —?lei

7. We repeat steps (2) through (6) until we obtain a stable estimate
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8. We substitute (7) into model (1)

Y=XB+g(2)+¢
Y-g(z) =XB +¢;
Y=XB+¢;
9. We assign an initial value tof
10. The a'is calculated in the same form as before (3)
11. Calculate weights by equation (4) but c=1.547
12. The calculation of B is estimated according to the following formula
Bs = X'WX)"IX'WY
(W) It is a matrix of diagonal weights with a capacity (n*n) to estimate the
parameters of the parameter part
13. We repeat steps (9) to (12) until obtaining stability in the estimate of 8
14. We substitute (13) in the Model (1) form
Y=XB+3G(z)+¢
We follow the same steps to employ the M method in the Local Linear Smoother
and the iteration process continues to be the linear smoother as follows
|BLLs(X)! — BLis(X)'-1|| < 0.0001
5. Result And Discussions

The MATLAB program was relied upon to reach these results after
assuming three sample sizes, three variance ratios and three pollution ratios, and
two explanatory variables (x, z) being generated using the method (Box-Muller).
The dependent variable is calculated through the models used in the simulation in
terms of the explanatory variable.

The first form:

g1(z4;) = 0.5sin(2mz;)

The second form:

g2(z3;) = sin2z + exp(—162z?)
The third form:

93(2z3) = exp(—(z; — 0.5)?

Three sample sizes (10,50,100) and three levels of variance (0.01,0.5,1.5) and
three pollution rates (15,20,25) were assumed, with repeated values as 500 times.
Note that an explanation of the symbols in the tables is as follows.

1- M-NW: M-Estimation Nadarya-Watson Smoothing.
2- M-LLS: M-Estimation-Local Smoothing.

3- S-NW: S-Estimation Nadarya-Watson Smoothing.
4- S-LLS: S-Estimation-Local Smoothing.

The results of the first form
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Table (1) shows MSE for each form (pollution rate 15%)

n g | M-NW S-NW M-LLS S-LLS Best

10 0.01 | 0.1067 0.1438 0.1066 0.5119 M-LLS
0.5 |]0.660150 | 0.80169 | 0.660143 | 154736 | M-LLS
15 |4.9788 5.9903 4.9773 6.7018 M-LLS
50 0.01 | 0.02372 0.0319 0.02370 | 0.0137 S-LLS

0.5 |0.146700 | 0.1782 0.146701 | 0.1039 S-LLS

1.5 1.1064 1.3312 1.1065 1.0893 S-LLS

100 0.01 | 0.01227 0.0165 0.01226 | 0.0118 S-LLS

0.5 ]0.075879 | 0.0921 0.075880 | 0.0739 S-LLS

1.5 |0.57231 0.6885 0.57233 | 0.4703 S-LLS

Table (2) shows MSE for each form (pollution rate 20%)

n o M-NW S-NW M-LLS S-LLS Best

10 0.01 0.1078 0.1452 0.1077 0.5170 M-LLS
0.5 0.666818 0.8098 0.666802 | 1.5630 M-LLS
1.5 5.0291 6.0508 5.0290 6.7694 M-LLS

50 0.01 0.0515 0.0694 0.0515 0.0470 S-LLS
0.5 0.318561 0.3869 0.318562 | 0.2967 S-LLS
1.5 2.4026 2.8907 2.4028 1.2340 S-LLS

100 0.01 0.0384 0.0517 0.0384 0.0242 S-LLS
0.5 0.237582 0.2885 0.237581 | 0.2469 M-LLS
1.5 1.7918 2.1559 1.7920 1.0119 S-LLS

Table (3) shows MSE for each form (pollution rate 25%)

n o M-NW S-NW M-LLS S-LLS Best
10 0.01 0.1334 0.1797 0.1333 0.6398 M-LLS
0.5 0.825188 1.0021 0.825182 | 1.9342 M-LLS
1.5 6.2235 7.4879 6.2222 8.3772 M-LLS
50 0.01 0.0654 0.0881 0.0653 0.3136 M-LLS
0.5 0.404518 | 0.4912 0.404519 | 0.3482 S-LLS
15 3.0509 3.6707 3.0512 3.0066 S-LLS
100 0.01 0.0542 0.0730 0.0541 0.0518 S-LLS
0.5 0.335044 | 0.4069 0.335046 | 0.2853 S-LLS
15 2.5269 3.0402 2.5271 1.4013 S-LLS

The results of the second form:
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Table (4) shows MSE for each form (pollution rate 15%)

n o M-NW S-NW M-LLS | S-LLS Best
10 0.01 0.7117 0.9801 0.7229 0.7059 S-LLS
0.5 1.2798 1.6243 1.2762 1.2851 M-LLS
15 5.2160 6.2325 5.2154 5.2285 M-LLS
50 0.01 0.1655 0.2279 0.1681 0.1351 S-LLS
0.5 0.2976 0.3777 0.2968 0.2614 S-LLS
15 1.2130 1.4494 1.2129 1.0810 S-LLS
100 0.01 0.0782 0.1077 0.0794 0.0920 M-LLS
0.5 0.1406 0.1785 0.1402 0.2011 M-LLS
15 0.5732 0.6849 0.5731 0.7943 M-LLS
Table (5) shows MSE for each form (pollution rate 20%0)
n o M-NW S-NW M-LLS | S-LLS Best
10 0.01 0.7189 0.9900 0.7102 0.7226 M-LLS
0.5 1.2927 1.6407 1.2891 2.3082 M-LLS
15 5.2687 6.2955 5.2681 5.3015 M-LLS
50 0.01 0.3434 0.4730 0.3388 0.3991 M-LLS
0.5 0.6176 0.7838 0.6158 1.1027 M-LLS
15 2.5170 3.0075 2.5167 1.4882 S-LLS
100 0.01 0.2553 0.3516 0.2593 0.0940 S-LLS
0.5 0.4591 0.5826 0.4578 0.3197 S-LLS
15 1.8710 2.2356 1.8707 0.9928 S-LLS
Table (6) shows MSE for each form (pollution rate 25%)
n o M-NW S-NW M-LLS S-LLS Best
10 0.01 0.8968 1.2350 0.9109 0.8661 S-LLS
0.5 1.6127 2.0468 1.6081 2.8795 M-LLS
1.5 6.5727 7.8536 6.5719 6.1086 S-LLS
50 0.01 0.4502 0.6200 0.4573 0.4475 S-LLS
0.5 0.8095 1.0275 0.8073 1.4455 M-LLS
1.5 3.2994 3.9424 3.2990 2.9724 S-LLS
100 0.01 0.3620 0.4986 0.3677 0.2423 S-LLS
0.5 0.6510 0.8263 0.6492 1.1624 M-LLS
1.5 2.6534 3.1704 2.6531 2.6771 M-LLS

The results of the third form:
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Table (7) shows MSE for each form (pollution rate 15%)

n o M-NW S-NW M-LLS | S-LLS Best
10 0.01 0.1016 0.1531 0.1019 0.0520 S-LLS
0.5 0.5840 0.8100 0.5846 0.4335 S-LLS
1.5 5.2823 6.1373 5.2729 6.6716 M-LLS
50 0.01 0.0236 0.0356 0.0237 0.0151 S-LLS
0.5 0.1358 0.1884 0.1360 0.1334 S-LLS
1.5 1.2284 1.4273 1.2263 1.1515 S-LLS
100 0.01 0.0109 0.0165 0.0110 0.0086 S-LLS
0.5 0.0628 0.0871 0.0629 0.0541 S-LLS
1.5 0.5680 0.6599 0.5670 0.3174 S-LLS

Table (8) shows MSE for each form (pollution rate 20%o)

n o M-NW S-NW M-LLS | S-LLS Best
10 0.01 0.1026 0.1546 0.1029 0.0566 S-LLS
0.5 0.5899 0.8182 0.5805 1.4480 M-LLS
1.5 5.3357 6.1993 5.3262 6.7390 M-LLS
50 0.01 0.0490 0.0739 0.0492 0.0381 S-LLS
0.5 0.2818 0.3909 0.2811 0.2917 M-LLS
1.5 2.5490 2.9616 2.5445 2.2194 S-LLS
100 0.01 0.0363 0.0547 0.0362 0.0366 M-LLS
0.5 0.2088 0.2896 0.2090 0.1125 S-LLS
1.5 1.8886 2.1942 1.8852 0.3853 S-LLS

Table (9) shows MSE for each form (pollution rate 25%)

n o M-NW S-NW M-LLS S-LLS Best
10 0.01 0.1270 0.1914 0.1264 0.1650 M-LLS
0.5 0.7300 1.0125 0.7208 1.7919 M-LLS
1.5 6.6029 7.6716 6.5911 8.3395 M-LLS
50 0.01 0.0643 0.0968 0.0642 0.2859 M-LLS
0.5 0.3694 0.5124 0.3698 0.3068 S-LLS
1.5 3.3414 3.8822 3.3354 2.2202 S-LLS
100 0.01 0.0517 0.0779 0.0518 0.0499 S-LLS
0.5 0.2971 0.4120 0.2974 0.1292 S-LLS
1.5 2.6871 3.1220 2.6823 1.3938 S-LLS

Analysis of the simulation results:

Through the results, it was found that the values of the mean squares of error
decreased as the sample sizes increased and increased with the increase in the
variance values for all the models studied. As for the comparison of methods, the
following shows:
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First: The results of the first model

1- In the case of 15% pollution, it was shown in Table (1) that the S-LLS method
was the best when sample sizes 50 and 100, but when sample size 10, the M-LLS
method was the best.

2- In the case of 20% pollution, it was shown in Table (2) that the S-LLS method is
the best except for the sample size 10. The M-LLS method was the best, and at the
size 100 and the level of variation 0.5 also M-LLS was the best.

3- In the case of 25% pollution, we note from Table (3) that the S-LLS method is
the best for the sample size 100 and 50, except for sample size 10 and 50 at the level
of variation 0.01 the M-LLS method was the best.

Second: The results of the second Model:

1- In the case of 15% pollution, it was shown from Table (4) that the M-LLS
method was the best at sample size 10 and 100, except for sample size 50 and 10 at
the level of variation 0.01 the S-LLS method was the best.

2- In the case of 20% pollution, it was shown in Table (5) that the M-LLS method
was the best at sample size 50 and 10, except for sample size 100 and 50 at a level of
variation of 1.5 the S-LLS method was the best.

3- In the case of 25% pollution, it was shown in Table (6) that the S-LLS method
was the best when the sample size was 10 at a level of variance 0.01 and 1.5, the
sample size was 50 at a level of variance 0.01 and 1.5 and the sample size was 100 at
a level of variance 0.01 and 1.5, as for the rest of the cases the M-LLS method was
the best .

Third: The results of the third Model:

1- In the case of 15% pollution, it was shown in Table (7) that the S-LLS method
was the best, except for the sample size 10 at the level of variation of 1.5. It was
found that the M-LLS method was the best.

2- In the case of 20% pollution, it was shown in Table (8) that the S-LLS method is
the best except for the sample size 10 at the level of variation 0.01, the level of
variation 1.5, the sample size of 100 and the level of variation 1.5. It turned out that
the M-LLS method was the best.

3- In the case of 25% contamination, it was shown in Table (9) that the M-LLS
method was the best at a sample size of 10 and a sample size of 50 at a variance
level of 0.01. As for the rest of the cases, the S-LLS method was the best.

6. Conclusions and Recommendations

6.1 Conclusions

Depending on the simulation results for each of the semi-parametric regression
models and for all sample sizes and levels of variance, the following conclusions are
reached:

1- It is found that the MSE values for all models are inversely proportional to the
sample sizes, that is, they increase as the sample sizes decrease.

2- It is found that the MSE values decrease as the variance values decrease, and
this means that it is directly proportional to the variance values.

As for the conclusions for each of the semi-parametric regression models, it reaches
the following:
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The first Model:

3- In general, it turns out that the S-LLS method is the best in the case of large
sample sizes, and when small sample sizes show that the M-LLS method is the best.
The second Model:

4- In general, it is found that the S-LLS method is the best in addition to the M-
LLS method is better in some cases of sample sizes and at different levels of
Variance.

The third Model:

5- It is found in general in most cases that the S-LLS method is the best in addition
to the M-LLS method is better in some cases of sample sizes and at different levels
of Variance.

6.2 Recommendations

1- In the first model, the S-LLS method is used in cases of large sample sizes
because it gives less MSE.

2- Using the S-LLS method in the second model, it gives the best capabilities and
the lowest MSE.

3- Using the S-LLS method in the third model because it gives the best estimates
with the least error.

4- Using an unused kernel smoother such as the Gasser-Muller Kernel and other
non-parametric functions such as the Spline function.

5- Using unused robust methods such as (LMS) and (LTS) in estimating the semi-
parametric regression model.
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