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Abstract 
The last few years witnessed great and increasing use in the field of medical 

image analysis. These tools helped the Radiologists and Doctors to consult while 

making a particular diagnosis. In this study, we used the relationship between 

statistical measurements, computer vision, and medical images, along with a 

logistic regression model to extract breast cancer imaging features. These features 

were used to tell the difference between the shape of a mass (Fibroid vs. Fatty) by 

looking at the regions of interest (ROI) of the mass. The final fit of the logistic 

regression model showed that the most important variables that clearly affect 

breast cancer shape images are Skewness, Kurtosis, Center of mass, and Angle, 

with an AUCROC of 88% and an Accuracy of almost 89%. We also came to the 

conclusion that the Fibroid mass is small and less white than the Fatty mass.  
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1. Introduction 
Some people may believe that the embellishment and organization steps 

included in digital image processing are all that is necessary to make the final 

product seem different from the original image. However, this is far from the truth, 

and it is true that these steps are only seldom taken into account. 

When a computer reads a picture, it splits the screen into groups of (pixels), 

and the recorded values for digital images are set up such that every pixel has its 

shade. Digital images are made up of thousands or millions of these tiny squares, 

which are known as elements of an image (Pixel)(Gonzalez and Wintz, 2004).  

To get around the shortcomings of ordinary least squares (OLS) regression 

in handling dichotomous results, logistic regression was first developed in the 

1970s. In the early 1980s, it was made available in statistical software. (Simpson 

and Yarandi, 1991).  

The predictors variables of an outcome are routinely identified using 

automated variable selection techniques. Using automated variable selection 

techniques; the study's goal was to assess the reproducibility of logistic regression 

models. (Tu and Austin,2004)   

 Berry (2005) assessed the relative and absolute contribution of screening 

mammography and adjuvant therapy to the decline in breast cancer mortality 

using modeling approaches. 

Kekre and etc. (2009) segmented mammographic pictures using Linde Buzo 

and Gray (LBG); for mammographic images, a codebook of size 128 was initially 

created. Using the same LBG technique, these code vectors were further grouped 

into 8 clusters. As a result, these 8 pictures were displayed. 

Salahuddin and Yusof (2010) applied both techniques of neural network and 

logistic regression on image processing for understanding flower image features.  

Image categorization is a technique developed by Ruusuvuori and etc.(2016) 

that relies on feeding synthetic features into a logistic regression classifier using 

spatial prior norm regularization and a Markov Random Field prior. The 

suggested technique produces a sizable number of artificial features and feeds them 

into a classifier for spatial prior regularized logistic regression. The classification 

outcome is further homogenized by a spatial prior. The effectiveness of the 

suggested method was examined for two application situations, and the findings 

demonstrated that the segmentation outcomes are reliable even for straightforward 

models with a high degree of sparsity.  

Sharif and Mohsin (2018) employed image processing methods and 

algorithms to identify breast tumors and, in some circumstances, determine their 

stage so that the patient might receive the right care and live a better quality of life. 

Although digital mammography is frequently used to diagnose early-stage breast 

cancer, alternate safe procedures, such as infrared imaging, MRI, and biopsies, 

have been recommended due to their adverse consequences on human health. 

One of the developed techniques that researchers in this field and in many 

different experts for featuring images, extracting information, and distinguishing 

patterns in common techniques of the digital image field consider the computer can 

distinguish the region of interest (ROI) in the image. Medical image analysis is 

extremely important, particularly in non-invasive and medical studies. Radiologists 

and doctors might arrive at a specific diagnosis using medical imaging techniques, 

their analysis, and diagnoses analysis.  
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In this research, masses of (FIB & FAT) are taken, extracting digital 

features, statistical measurements and using binary logistic regression for reaching 

a model, which distinguishes the masses and, also, test the affecting independent 

variables of breast cancer masses. 

2. Material and Methods 
2.1 Processing of Images 
         While in image processing applications, the output images are for human 

consumption, in computer vision applications, the processed images are output for 

usage by a computer. These two groups are not entirely distinct from one another. 

Although the lines between the two are fuzzy, this definition enables us to examine 

the distinctions between the two and comprehend how they work together (Figure 

1). While computer science was largely responsible for advancements in computer 

vision, the field of image processing historically developed from electrical 

engineering as an outgrowth of the signal processing branch (Murugaraja and 

Balamurali, 2014).  

 

 

 
 

Figure 1: Computer Imaging. 

 

2.2 Visual Computing 
        It is identification of the computer imaging when a person is not included in 

the visual process. Image analysis is a key subject in this area of computer vision 

(Murugaraja and Balamurali, 2014). 

2.3 Computer Aided Diagnosis (CAD) 
         The skill to use a computer system for medical diagnostics is known as CAD. 

This diagnostic integrates a variety of approaches and tools, including big data 

analysis, machine learning, image processing, and databases. 

The majority of CAD systems that are designed to aid in the identification of breast 

cancer involve mammography, ultrasound, and other image inputs. However, for 

photos to be used as input into a CAD system, they must first be in the proper 

digital format. As a result, the first function of image processing is frequently just 

to digitize existing mammography or MRI that is recorded in analog format. 

(Bankman, 2009). 

2.4 Processing of Digital Images 
       A discrete two-dimensional function is a digital picture f(x,y) or a two-

dimensional function f(x,y) may be used to describe a picture, and its amplitude at 

any given pair of coordinates (x,y) is referred to as the image's intensity or gray 

level at that particular location (Mohammed and Bashar, 2012) ;Figure 2 illustrates 

Digital Image Processing 
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Figure 2: Digital Image Processing 

2.5 Medical Imaging 
      German physical scientist (Wilhelm Conrad Röntgen) was the first scientist 

who was able to detect X-Ray. The science of Ray was so effective first in 

diagnosing physicians. This science has a great development, which was used in 

treatments apart from diagnosing diseases. 

Moreover, there are many other Rays (diagnoses) in which X-Ray is not used in 

them, but others are used such as (Ultra Sound) or (MRI); (Ultra Sound) and 

(MRI) are different from X-Ray, since they are harmless on the human body. 

2.6 Breast Cancer 
       The breast, which is made up of 15 to 20 lobes made up of various lobules, is a 

modified sweat gland. Cooper's suspensory ligaments are fibrous bands of 

connective tissue that pass through the breast and enter perpendicularly into the 

dermis to support the structure. 

There is more tissue in the upper outer quadrant of the breast than in the other 

quadrants. Individuals differ significantly in terms of the density, shape, and size of 

their breasts. There are 10 to 15 lactiferous ducts in each breast (Brunicardi, 2015). 

Figures 3 and 4 illustrate the different shapes of Fibro and Fatty masses of breast 

cancer. 

 

 
 

Figure 3: Fibro adenomas                                  Figure 4: Fatty (Breast lipoma) 
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2.7 Some Statistical Measures to Describe Shape of Mass 
 (Gonzales and Woods, 2008) (Ferreira and Rasband, 2012) 

2.7.1 Mean of Image 

Utilizing statistical moments of an image's or region's intensity histogram is 

one of the easiest methods for characterizing images. Let Z be a random variable 

representing intensity, and let p(z i), where i=0,1,2,... If L is the number of unique 

intensity levels, then let L-1 be the corresponding histogram. 

The nth Z moment regarding the mean is as follows: 

  ( )   ∑ (    )   (  )
   
         (1) 

Where   m is the mean value of Z (the average intensity): 

   ∑     (  )
   
       (2) 

The 2
nd

 moment [the variance         ( )  
is especially crucial for a visual description. It is an intensity contrast metric that 

may be used to define relative smoothness descriptors  R(z). 

The measure 

 ( )    
 

    ( )
     (3) 

is (0) for areas of constant intensity (the variance is zero there) and approaches (1) 

for large values of   ( ). 

2.7.2 Skewness 

          It is a measurement of the asymmetry in the ROI's grey scale distribution 

around the mean. 

   ( )  ∑ (    )   (  )
   
           (4) 

2.7.3 Kurtosis 

        It is a metric for the "peakedness" of the ROI's gray value distribution around 

the mean. A higher kurtosis indicates that more of the variation is attributable to 

rare severe deviations rather than often occurring small deviations. 

   ( )  ∑ (    )   (  )
   
      (5) 

2.7.4 Entropy 

          It determines how random the components of G are.  The entropy equal 0 

when all     are 0 and is maximum when all        are equal. 

The largest amount is      . 

      ∑ ∑           
 
   

 
        (6) 

G: Co-occurrence matrix. 

2.7.5 Integrated density 

         The ROI's whole pixel population's gray values are added to calculate the 

integrated density. 

 

2.7.6 Median 

          The grey value that falls in the centre or the mean of the two values that fall 

in the middle when all grey values are ordered by their numerical value is the 

median grey value of a pixel within the ROI. 

2.7.7 Centroid 

          The selection's spatial centre x and y coordinates of every pixel in the picture 

or selection are averaged out to get this value utilizes the headers X and Y. 
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2.7.8 Mass Area 

The number of pixels in the area 

             
  

 
        (7) 

2.7.9 The Perimeter 

         It is the measurement of the selection's outside border. 

                    (8) 

2.7.10 Width and Height 

           They are a certain mass's dimension and length. 

2.7.11 Minimum and Maximum Grey Level 

            Grey scale values that are minimum and maximum for the selection. 

2.7.12 Major and Minor 

           They are the best-fitting ellipse's primary and secondary axes. 

2.7.13 Circularity 

           It represents circularity ratio given by the expression 

    
        

            (9) 

2.7.14 The Solidity 

           The following formula can be used to determine a block's specific convex 

shape's screen point ratio: 

  
[     

[            
        (10) 

2.7.15 Diameter Angle 

          The Ferret Angle indicator shows the diameter's angle, which ranges from 0 

to 180 degrees.  

2.8 Logistic Regression 
      The influence of several indicators that are provided at once to predict 

membership in either one of the two answer groups is assessed using logistic 

regression. 

Logistic regression cannot predict a numerical value for the dependent variable 

since it is a dichotomous variable, therefore the standard regression least squares 

deviations criterion for the best fit technique of reducing error around the line of 

best fit is an incorrect choice for logistic regression instead. Use the binomial 

probability theory, where the only possible outcomes are that probability (p) is (1 

rather than 0). The maximum likelihood technique, used in logistic regression, 

creates the best-fitting equation or function by maximizing the likelihood that the 

observed data will be classified into the correct category given the regression 

coefficients. 

When the logistic distribution is utilized, the conditional mean of Y given X is 

denoted by the quantity  ( )   (   ) to simplify notation. Our particular version 

of the logistic regression model is as follows: 

                                   ( )    
       

                                             (11) 

   ( )    
 

         
 

                                

                         or          
 ( )

   ( )
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           ( )     [
 ( )

   ( )
] 

                     

This modification is significant because g(x) has several advantageous 

characteristics of a linear regression model. Depending on the range of x, the 

logistic g(x), may be continuous and have parameters that vary from -∞ to +∞. The 

conditional distribution of the outcome variable is the second significant distinction 

between the logistic and linear regression models. We presume that an observation 

of the outcome variable may be written as y=E(Y/x)+𝜺 in the linear regression 

model. The error is a quantity that measures an observation's deviation from the 

conditional mean. (David and Hosmer, 2013). 

 

3. Results and Discussion  
3.1  Real Dataset Collection 
        Two-dimensional image data sources are used in the field of digital image 

processing; in this study, 100 ultrasound digital images of disease tumors were 

collected from Baghdad Medical City -Oncology and Nuclear Medicine Hospital 

,including 56 images of fibroids and 46 images of fatty tissues. All the 

implementations of the study on real data applications are carried out using R 

version (4.4.1). 

Note that the images were all laboratory test procedures. (Pathology) was 

diagnosed type of tumor by a specialist doctor. 

The Variables are: 

 

1. Response Variable: contains the (FIB & FAT) shape, which is coded as follows: 

Y=0 (FIB)  

Y=1 (FAT)  

2. Predictors Variables: consist of the following elements, all drawn from ROI: 

(Area ,Mean ,StdDev. ,Mode ,Min ,Max ,Width ,height ,Perim. ,Major ,Minor 

,Median ,Round ,Skew. ,Kurt. ,Angle ,Circularity ) 

Figures 5 and 6 illustrate Ultrasound Images for Fatty and Fibroid masses of 

breast cancer. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Fatty Mass                                                   Figure 6: Fibroid Mass 
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3.2  Applying Logistic Regression of Ultrasound Image 
      The model must now be examined to determine how well it generalizes to 

additional observations and matches the data. To create the most effective model, 

the evaluation process comprises evaluating three different areas: the quality of fit, 

testing of individual predictors, and validation of predicted values.  

As seen in Table 1, the coefficients, when negative and positive values show up in 

the results of the logistic regression coefficients, this means that the changes in the 

model were both expulsion and inverse. Their standard errors, the z-statistic, and 

the corresponding p-values are displayed in the next section of the summary 

findings. This specifies the model equation, making it the most important 

component of the model. As can be seen from the p-value of 0.05, not all coefficients 

are significant. The logistic regression coefficients (Center x, Center y, Skewness, 

Kurtosis, Angle) show the change in the log chances of the result for a one unit 

increase in the predictor variables. 

 

                                              Table (1): Logistic Regression Summary 

variables 

Coefficients  

Estimate 

    Std.     

Error 

    z 

value 

    

Pr(>|z|)   

(Intercept)     -2.96E+01 2.48E+01 -1.194 0.23259 

Area              -4.80E-04 3.37E-04 -1.424 0.15456 

Mean    2.37E-01 2.51E-01 0.946 0.34431 

StdDev         2.40E-03 1.17E-01 0.021 0.98359 

Mode         -1.84E-03 2.71E-02 -0.068 0.94589 

Min         -1.92E-02 5.25E-02 -0.367 0.71379 

Max         -2.38E-02 2.14E-02 -1.109 0.26734 

Centr.X     2.96E-02 1.20E-02 2.478 0.01323 

Centr.Y    -4.81E-02 2.20E-02 -2.186 0.02879 

Width           9.82E-02 9.04E-02 1.086 0.27735 

Height         9.66E-02 8.98E-02 1.076 0.28179 

Perim.     8.10E-02 4.14E-02 1.958 0.05029 

Major     -2.48E-01 1.33E-01 -1.865 0.06223 

Minor       -1.28E-01 9.49E-02 -1.352 0.1763 

Median      -1.36E-01 2.21E-01 -0.617 0.53742 

Skew       -6.97E+00 2.36E+00 -2.949 0.00319 

Kurt        8.52E-01 2.64E-01 3.229 0.00124 

Angle       -1.44E-02 6.97E-03 -2.064 0.03901 

Circ.      2.14E+01 1.50E+01 1.433 0.15174 

Round       -1.07E+01 1.05E+01 -1.02 0.30758 

Solidity      2.11E+01 2.63E+01 0.801 0.42331 

 

“Signif. codes:  0 „***‟ 0.001 „**‟ 0.01 „*‟ 0.05 „.‟ 0.1 „ ‟ 1”  

 

 

 

 

 



 

 

 

 

 

Journal of Economics and Administrative Sciences Vol.28 (NO. 133) 2022, pp. 158-171 
   

  

866  

 

   

 

 

 

Table 2 shows the classification table, 

                                           Table (2): Classification Table 

Classification Observation 

FIB FAT 

Prediction FIB 49 5 

FAT 6 40 

Model Accuracy 89% 

Model Sensitivity 88% 

Model Specificity 89% 

Error Rate of Classification 11% 

 

Table (2) displays the percentages of correctly classified (FIB) and (FAT) 

items as well as the overall %. Based on the table's findings, we can see that the 

percentages of correctly classified (FIB) items were greater than (FAT). As it is 

possible to verify, the model has accuracy (89%), but also the sensitivity and the 

specificity are greater than 80 percent (88%, and 89%). Classification errors were 

therefore only 11%. 

The Receiver Operator Characteristic is an additional tool for evaluating 

the performance of the model (ROC). A classification model's accuracy at a client 

threshold value is determined via ROC. The area under the curve is used to assess 

the model's accuracy (AUC). 

0.8885 is the area under the curve as shown in the figure 6.  

Call: 

roc.default(response = datacancer$class, predictor = LGModelPred) 

 

Data: LGModelPred in 54 controls (datacancer$class 0) < 46 cases (datazr$class 1). 

Area under the curve: 0.8885 

 

 
 

Figure (7: Receiver Operating Characteristics (ROC) 
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ROC is plotted between the sensitivity (y axis) and the specificity (x axis). 

Figure 6 shows area under curve value is 89% and value of cutoff-point is 0.5. 

 

3.3  Fitted Final Model and Variables Importance 
 The final model was adjusted using logistic regression with significant 

independent variables affecting of breast cancer masses patients 

 

                                          

                                                
          

whereas:- 

B0 : Intercept.  , X7 : Center  x_axis  ,X8 : Center  y_axis  ,X15 : Skewness 

 X16 : Kurtosis   ,X17 : Angle measurement. 

On the other hand, for general & generalized linear models, they were using the 

varImp function in the caret package. 

 

Table 3 shows the degree of importance for each independent variables, where the 

variable of kurtosis is the largest effect followed by variable skewness and then 

center x_axis etc. 

 

Table (3): Variables Importance 

variables Importance 

Kurt 100 

Skew 91.1 

CentrX     66.4 

CentrY     63.45 

Angle         63.48 

Perim 54.2 

Majo 53.2 

Circulaity 50.2 

Area 49.33 

Minor 45.24 

Max4 5.3 

Width 40.4 

Height  35.3 

Round 33.4 

Mean 24.5 

Solidity   22.5 

Median1 0.2 

Min   4.3 

Mode 3.1 

StdDev 2.12 
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3.4  Using Testing hypothesis to compare significant parameter 
 

             The Independent-Samples T- Test procedure tests the significant 

differences between two sample means, of (FIB, FAT) mass. 

We test two hypotheses: 

0

1

:

:

FB FT

FB FT

H

H

 

 




 

  

The above table indicates the differences between the two variables (Kurtosis 

and Skewness) are significant differences because the significance value of the 

statistic is (0.000, 0.000) respectively and this value is less than 0.05.  

We concluded that the mass of Fibroid has a small size and also less white than the 

mass of Fatty. 

 

4. Conclusion 
The most significant findings drawn by the study are as follows, according to the 

results of the application part: 

1- Proper implementation of the logistic model in the comparison and quality 

analysis of digital medical picture masses (FIB & FAT), depending on a set of 

statistical and geometric measurements to achieve a high degree of classification, 

which was (89%). 

 2-The distinction between (FIB & FAT) image masses relies on statistical 

measures, which we discovered to be efficient in the process of distinction by the 

estimated model. This is one of the study's key results to differentiate between (FIB 

& FAT) massesك the model's significance variables are (Center x, Center y, 

Skewness, Kurtosis, and Angle). 

3-Where we test hypotheses (t-test) for significance parameter in logistic model 

(FIB & FAT) images of masses, we concluded that the (FIB) masses are (blacker 

and have more skewness and kurtosis) of the mass (FAT) (whiter and less skewness 

and kurtosis larger size)ٔ and these results match with the medical diagnosis part  
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Appendix 

Part of the Matrix Data used in this study was obtained  via the Image J Program after 

determini ng ROI. 

  
y Area Mean StdDev Mode Min Max Centr X Centr Y Width Height Perim. Major Minor Median Skew Kurt Angle Circ. Round Solidity

1 5129 57.09 18.461 49 18 153 117.264 62.177 110 66 309.783 113.734 57.419 55 0.931 1.482 17.484 0.672 0.505 0.959

1 11051 46.125 25.406 37 0 164 153.3 92.764 153 88 417.81 155.478 90.499 43 0.883 1.135 174.67 0.796 0.582 0.972

1 5411 33.681 17.521 25 0 146 140.228 84.658 132 54 327.203 138.329 49.805 29 2.536 9.232 9.96 0.635 0.36 0.966

1 13606 39.678 26.365 16 0 233 241.393 115.318 145 118 465.221 154.914 111.828 36 1.175 3.323 159 0.79 0.722 0.964

1 20891 25.247 18.823 18 0 255 203.93 313.731 244 114 626.773 238.616 111.473 22 5.431 57.6 176.19 0.668 0.467 0.967

1 79965 30.449 19.752 17 0 135 575.969 187.246 517 195 1253.074 536.357 189.826 27 0.885 0.703 178.691 0.64 0.354 0.959

1 14361 42.026 28.718 30 0 208 196.136 144.545 165 117 473.318 168.773 108.341 35 1.553 3.152 21.656 0.806 0.642 0.962

1 34168 29.329 18.856 26 0 141 314.196 179.464 221 191 674.636 223.189 194.92 26 1.365 3.12 174.108 0.943 0.873 0.987

1 7485 33.828 17.701 29 0 136 154.035 65.779 115 82 345.819 115.75 82.335 32 0.995 1.701 167.529 0.787 0.711 0.964

1 19409 35.434 22.405 1 0 140 366.567 239.247 228 105 564.475 231.031 106.965 33 0.511 0.002 5.234 0.765 0.463 0.984

1 12803 18.691 18.98 0 0 136 348.223 230.639 142 122 435.911 140.767 115.804 14 1.889 4.881 6.725 0.847 0.823 0.953

1 5825 60.413 22.041 45 30 181 157.649 141.399 106 72 305.362 105.751 70.133 55 1.856 4.569 7.077 0.785 0.663 0.971

1 967 39.786 23.482 22 0 128 98.181 32.172 45 28 131.957 46.607 26.417 33 1.114 0.972 171.853 0.698 0.567 0.947

1 2780 29.182 23.524 17 1 152 155 85.262 72 51 216.746 76.847 46.06 21 1.768 3.193 22.527 0.744 0.599 0.96

1 3697 20.803 24.692 0 0 242 46.509 95.028 69 61 232.8 74.305 63.349 14 3.604 19.347 9.505 0.857 0.853 0.984

1 2778 52.369 26.367 38 0 165 121.663 55.491 71 48 209.329 71.944 49.164 44 1.338 1.56 167.225 0.797 0.683 0.967

1 9136 37.823 22.069 27 0 173 134.571 84.011 125 98 362.904 125.453 92.723 34 1.532 3.825 170.494 0.872 0.739 0.971

1 10709 68.151 32.684 47 0 251 158.636 68.102 125 108 391.699 124.129 109.846 62 1.379 2.931 1.961 0.877 0.885 0.971

1 5425 51.004 25.197 42 0 212 121.665 66.017 109 64 317.312 112.843 61.212 47 1.619 4.528 7.392 0.677 0.542 0.963

1 3111 67.951 35.151 45 4 236 131.828 74.939 74 60 222.055 71.041 55.757 61 1.212 1.759 8.783 0.793 0.785 0.951

1 46898 47.42 16.127 44 9 108 322.467 185.852 387 149 917.691 388.604 153.659 46 0.416 -0.112 1.089 0.7 0.395 0.981

1 46791 56.744 26.155 40 0 166 319.542 187.471 334 175 870.137 343.587 173.395 53 0.609 0.034 5.521 0.777 0.505 0.976

1 29832 38.689 15.864 26 3 129 266.953 205.758 230 164 661.157 236.347 160.71 36 0.907 0.916 8.384 0.858 0.68 0.975

1 9075 45.801 13.398 34 25 111 155.353 199.973 140 83 372.259 139.208 83.003 43 1.213 1.425 176.83 0.823 0.596 0.972

1 15210 41.051 13.329 40 8 160 226.871 120.658 183 128 516.976 187.514 103.277 39 1.43 4.814 25.289 0.715 0.551 0.909

1 54704 52.627 24.051 35 2 182 596.699 339.29 319 277 977.877 338.413 205.817 49 0.967 1.196 146.14 0.719 0.608 0.919

1 21379 45.923 24.491 34 0 177 139.169 184.448 197 150 568.585 193.723 140.513 42 0.968 1.443 170.937 0.831 0.725 0.956

1 34047 28.421 15.75 28 0 141 591.191 253.261 294 132 771.906 311.999 138.943 26 1.642 4.697 3.045 0.718 0.445 0.984

1 2257 73.543 35.475 48 11 193 148.038 128.599 61 52 193.933 65.383 43.952 65 0.84 0.345 152.262 0.754 0.672 0.937

1 31450 100.941 38.143 82 2 255 213.384 125.534 370 116 872.85 372.933 107.374 99 0.176 -0.548 175.68 0.519 0.288 0.948

1 18488 19.969 18.142 4 0 136 176.453 152.235 211 131 565.936 205.324 114.646 14 1.762 3.797 6.073 0.725 0.558 0.923
1 6385 43.922 24.006 0 0 189 168.29 93.183 98 88 327.674 100.188 81.144 41 1.134 3.632 170.478 0.747 0.81 0.954

1 36319 85.453 37.045 33 29 255 227.177 143.081 281 190 760.728 260.442 177.555 87 0.184 -0.827 172.584 0.789 0.682 0.961

1 52948 82.922 26.255 79 34 254 179.47 172.889 312 212 912.719 324.104 208.006 79 0.994 1.501 7.995 0.799 0.642 0.979

1 12480 78.464 32.727 71 24 251 130.052 91.892 141 114 419.186 139.342 114.036 74 1.415 3.942 5.368 0.893 0.818 0.977

1 9991 80.622 33.656 81 9 240 135.349 53.833 228 63 522.914 238.593 53.317 75 1.052 1.373 173.251 0.459 0.223 0.927

1 5496 79.099 17.275 70 52 180 79.216 49.998 94 74 290.438 97.958 71.436 75 2.049 7.249 16.775 0.819 0.729 0.969

1 14695 61.384 26.852 42 31 255 115.187 115.989 116 204 582.4 204.3 91.582 57 4.201 26.332 86.944 0.544 0.448 0.808

1 51979 45.553 28.115 0 0 165 251.633 201.861 495 187 1301.909 475.539 139.172 43 0.608 0.244 170.172 0.385 0.293 0.772

1 11822 40.775 21.564 0 0 129 59.647 112.592 120 126 421.978 126.122 119.347 38 0.573 0.379 40.57 0.834 0.946 0.97

1 39608 30.577 15 29 0 109 322.382 253.602 242 218 758.391 237.218 212.591 29 0.865 1.443 16.129 0.865 0.896 0.971

1 36743 90.712 32.402 75 0 245 139.313 105.338 258 185 732.871 255.538 183.075 87 0.554 0.577 172.393 0.86 0.716 0.979

1 5339 47.176 26.836 0 0 146 134.715 74.434 92 80 284.645 85.622 79.394 43 0.661 0.016 177.343 0.828 0.927 0.946

1 4570 69.247 48.258 0 0 234 71.649 67.387 115 55 312.049 116.926 49.764 61 0.505 -0.428 8.019 0.59 0.426 0.946

1 19325 37.451 22.375 0 0 179 185.401 101.159 214 125 559.362 208.11 118.233 36 0.779 2.022 176.377 0.776 0.568 0.955

1 19342 19.624 20.443 0 0 134 152.828 87.377 187 133 542.589 187.675 131.221 15 1.216 1.549 8.301 0.826 0.699 0.964

1 13398 23.251 19.993 0 0 229 142.069 99.527 180 114 499.065 162.755 104.813 19 1.635 5.319 19.417 0.676 0.644 0.897

1 6822 43.359 31.913 0 0 204 163.344 99.844 90 111 357.8 109.763 79.134 36 1.839 4.238 99.621 0.67 0.721 0.862

1 6166 26.719 21.256 0 0 111 175.875 79.971 112 80 333.85 115.797 67.798 25 0.852 0.663 16.245 0.695 0.585 0.916

2 29123 110.224 22.753 113 42 179 186.169 123.569 253 147 736.307 267.185 138.782 111 -0.22 -0.211 175.065 0.675 0.519 0.933

2 4286 157.72 43.885 171 0 255 177.028 84.103 81 74 263.638 80.611 67.697 169 -1.872 4.251 28.514 0.775 0.84 0.929

2 11311 123.2 39.62 118 0 254 211.919 90.929 131 109 411.334 134.032 107.449 124 -0.028 -0.403 163.396 0.84 0.802 0.971

2 19694 83.544 28.452 92 0 189 209.757 91.007 194 128 555.583 197.577 126.914 84 -0.15 0.38 6.241 0.802 0.642 0.967

2 6530 97.938 18.912 91 44 162 111.987 117.238 98 81 300.915 103.8 80.099 98 0.093 -0.33 25.838 0.906 0.772 0.981

2 9725 89.09 35.997 75 12 227 241.051 71.892 141 85 391.774 142.826 86.695 87 0.469 0.003 171.193 0.796 0.607 0.978

2 20609 65.396 22.685 63 0 190 189.183 133.878 220 156 629.097 240.425 109.141 63 0.452 1.336 28.052 0.654 0.454 0.925

2 2376 103.399 35.308 104 9 210 127.957 114.261 61 51 191.93 59.907 50.499 105 -0.14 -0.187 15.069 0.811 0.843 0.956

2 2960 62.893 31.183 59 0 255 166.532 71.81 75 50 207.512 74.887 50.327 60 1.048 2.941 173.13 0.864 0.672 0.968

2 2195 89.536 21.369 96 9 225 127.991 56.312 59 48 174.28 59.35 47.09 92 -0.438 1.893 6.761 0.908 0.793 0.963

2 17804 99.255 37.477 99 1 255 82.118 124.379 141 161 514.632 166.738 135.955 97 0.301 0.537 68.481 0.845 0.815 0.976

2 3852 92.86 34.442 91 13 230 153.908 62.135 98 47 255.676 103.362 47.45 92 0.469 0.431 9.911 0.74 0.459 0.977

2 10654 99.805 19.55 96 0 255 126.916 63.475 161 90 432.035 161.735 83.872 99 0.621 2.139 179.806 0.717 0.519 0.952

2 27099 78.695 20.649 81 7 192 234.475 169.102 212 157 635.628 218.506 157.906 79 0.009 1.342 4.338 0.843 0.723 0.976

2 23195 103.889 43.805 78 10 246 434.352 177.3 224 131 636.566 239.569 123.275 98 0.628 -0.074 179.843 0.719 0.515 0.908

2 11219 50.952 23.425 52 0 130 275.061 184.294 156 97 440.797 151.572 94.242 50 0.191 -0.631 168.422 0.726 0.622 0.957

2 26269 57.051 18.451 64 12 113 318.521 206.121 277 129 699.647 263.857 126.761 57 0.095 -0.507 2.035 0.674 0.48 0.938

2 9286 106.38 29.582 102 0 224 105.398 87.469 134 95 390.505 131.485 89.921 104 -0.907 3.089 2.036 0.765 0.684 0.935

2 10180 64.109 34.09 33 10 255 120.31 54.424 148 86 472.453 148.645 87.198 59 0.924 1.305 4.929 0.573 0.587 0.97

2 5415 58.981 33.809 0 0 190 436.734 172.982 109 63 299.556 112.542 61.262 54 0.59 -0.012 177.191 0.758 0.544 0.94

2 3458 97.569 32.506 60 34 193 55.172 75.662 73 62 232.106 71.358 61.701 93 0.427 -0.651 155.136 0.807 0.865 0.95

2 8199 117.274 34.292 98 9 213 418.586 117.366 117 90 359.005 116.267 89.788 116 0.121 -0.339 1.612 0.799 0.772 0.949

2 6222 66.625 25.981 53 0 170 184.271 46.908 98 82 305.018 97.509 81.245 60 0.826 1.532 171.922 0.84 0.833 0.953

2 17089 65.507 22.103 65 0 189 310.625 110.908 197 113 535.667 203.749 106.79 64 0.695 2.487 170.997 0.748 0.524 0.965

2 5702 73.447 33.552 0 0 207 138.427 48.997 118 90 352.348 121.235 59.884 72 0.158 0.06 41.608 0.577 0.494 0.866

2 3120 54.597 37.421 0 0 166 155.676 61.995 56 67 233.857 68.832 57.713 42 0.82 -0.228 93.43 0.717 0.838 0.954

2 10639 46.331 32.288 17 4 195 155.157 72.101 135 104 425.221 133.225 101.678 36 1.18 1.273 23.045 0.739 0.763 0.949

2 24096 22.864 19.796 3 0 155 190.815 123.851 240 148 678.905 231.484 132.536 18 1.787 4.717 10.57 0.657 0.573 0.937

2 11181 92.424 36.614 0 0 255 157.525 110.061 169 94 473.731 164.193 86.704 87 1.214 3.685 6.311 0.626 0.528 0.886

2 12434 48.979 22.091 40 0 185 169.66 108.951 171 97 473.055 167.439 94.551 47 0.685 1.617 2.875 0.698 0.565 0.96
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 البخث مصتخلص

شٓذخ انسُٕاخ انقهٍهح انًاضٍح اسرخذايًا كثٍشًا ٔيرزاٌذًا فً يجال ذحهٍم انظٕس انطثٍح. ساعذخ ْزِ 

الأشعح ٔالأطثاء عهى انرشأس أثُاء إجشاء ذشخٍض يعٍٍ. فً ْزا انثحث قًُا ترطثٍق انعلاقح  أخظائًالأدٔاخ 

ًَٕرج الاَحذاس انهٕجسرً ا، ٔاسرخذاو  ٔسؤٌح انكًثٍٕذش ٔانظٕس انطثٍح ٔانُٓذسٍح تٍٍ انقٍاساخ الإحظائٍح

يٍ خلال ذحذٌذ يُطقح الاًٍْح سشطاٌ انثذي ، نهرًٍٍز تٍٍ شكم انكرهح )انهٍفٍح ٔانذٍُْح(  طٕسلاسرخشاج يٍزاخ 

لاَحذاس انهٕجسرً ن انُٓائً انزي ذى ذٕفٍقّ اٌ الإًَرج( يٍ انكرهح ، ROI) تًساعذج انكادس انطثً انًخرض

سشطاٌ انثذي ًْ الاَحشاف ، ٔانرفشطح ن انكرهح نًرغٍشاخ انرً نٓا ذأثٍش ٔاضح عهى طٕس شكمانزي اسرخذو أْى ا

د ٪ ، خهظ88تُسثح  (AUCROCيساحح ذحد انًُحُى )٪ ٔ 89، ٔيشكز انكرهح ، ٔانزأٌح. يع دقح ذقاسب 

  .ٕسو انذًُْأٌضًا إنى أٌ كرهح انٕسو انهٍفً نٓا حجى طغٍش ، ٔأٌضًا أقم تٍاضًا يٍ كرهح انانذساسح 

 
 

 .: ٔسقح تحثٍحَٕع انثحث
 

,انًساحح ذحد  حانطثٍح, انذق سالاَحذاس انهٕجسرً, اسرخلاص انًٍزاخ, انظٕ: المصطلخات الرئيصة للبخث

 انًُحُى
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