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Abstract

In this paper, estimation of the parameters of the second-order the
polynomial regression model was obtained

when the error is distributed it is distribution long-tailed symmetric
because the presence of outliers and using Maximum Likelihood, and L-Method.
simulation is illustrated, and Mean Squared Error (MSE) used an evaluation
criterion. This research includes six sample sizes (50,60,80,90,100,120) and includes
the application of the methods the medical data representing diabetes.
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1. Introduction

Regression (Al-Mashhadani, 1989 ) is a statistical research technique used to
find a relationship between two or more variables. This relationship is
approximated by a line, where regression analysis is used to identify the best line
that fits the existing data. The relationship between the variables is also expressed
in a mathematical relationship through which the effect of the explanatory
variables on the response variable can be estimated. The Regression analysis has
Importance because it allows the researcher to test the relationship between two or
more variables to predict the future. The linear regression is considered a first-
degree model, and when there is a single explanatory variable, this is called the
Simple Linear Regression, while it will be called a Multiple Linear Regression if
there are several explanatory variables. But non-linear regression is used when the
variables have an exponent greater than one such as a polynomial. Waebe (2008)
concluded that the financial data represents either losses or returns and frequently
has skewness in their behavior, researchers Domowitz and white ( Domowitz and
White , 1984 ) used the nonlinear least squares method if there is a problem of
heterogeneity of variances of random error

2. Material and Methods
2.1. Polynomial Regression

In polynomial regression (Ostertagova,2012) , the relationship between the
explanatory variables X and the dependent variable Y is modeled, provided that X
is of degree n, where regression of polynomial (Islam, 2009) is a type of non-linear
regression (Akkaya, 2008 ) and it is applications in economic, medical and others.

The form of the polynomial regression model of degree Kk is:
Yi =Po + PB1 X1+ P2 X2i2+...+ kakk+ei . (1)

(k) is the degree of the model OLS estimators are not effective in for
estimating the parameters because of the presence of outliers (Filzmoser , 2004 ) ,
(Al-Mashhadani , 1989 ) or extreme values that could be the source of an error in
reading or recording the data, or the source of the outliers may be from the
statistical population, so there for researchers, Akkaya and Tiku (2008) the
Multiple Linear Regression model as follows!" :
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Koenker and Park (Koenker and Park , 1996 ) describe the algorithm for
calculating quantile regression in event that the independent variables have
nonlinear functions. In 1995, researcher Al-Sulaiman (Al-Sulaiman ,1995)
presented an estimate of two nonlinear regression models; the first is the Logistic
model, and the second is the probit model, and it uses the least squares method to
estimate the multiple case of linear regression model and the maximum likelihood
method to estimate the nonlinear regression models. In 2008, Akkaya and Tiku
estimated a polynomial regression model assuming that the error distribution is
LTS ,Generalized Logistic and short-tiled symmetric and the estimation was
applied to three chemical experiments.

The Second Order Regression of the Polynomial Model has the following equation:

q q
j=1 j=1
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+ z Z Bjk lli]' uik+ei (3)

j=1 k=j+1
1<j<q, 1<i<n
q: Number of explanatory variables, model 3 can be written in matrix form
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2.2 Methods of Estimation

The parameters of the second-order polynomial case of the regression model
can be estimated by the maximum likelihood method and L-method.
The Ordinary Least Square Method formula is:

8 = (0U) ' (UY) ... (5)
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2.2.1 Maximum Likelihood Method
We use the Maximum Likelihood method to estimate the regression

parameters, assuming that the error is distributed Long Tailed symmetric, is as
follows ( Domowitz and White,1984 ) ( Phan, and Tan, 2011) :

N O NN CRML N
f(e) ‘om(g)r(vz;l){”kaz} —0 < e < +o ... (6)
ve
k o
o represents the scale parameter, and p: the shape parameter, and their likelihood
function can be as follows:
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It is not possible to find solutions to these equations because the equations
are non-linear, so it requires finding a technique to solve the equations numerically,
so we will use one of the numerical methods, which is the Newton—-Raphson method
to find an estimate of the model parameters, which depends on linear
approximation technique (Al-Sulaiman, 1995) (Jun Sun and Xiao-Jun, 2012) .
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2.2.2 L- Method
It is one of the estimation methods that depend on the minimum sum of
absolute errors (MSAE) M and that is by replacing the squares of errors with
absolute values. The least absolute value estimates (LAV) can be obtained as
follows (Jun Sun and Xiao-Jun, 2012 ) (Koenker and Park , 1996 ) :
n

Bia = arg mﬂinZ|ei(9)| .. (13)

i=1
where the error is calculated by the following equation:
e, O=y;,—y.i=1.....n )

To estimator B, the minimization problem is reformulated by a linear
approximation of the nonlinear regression, and the necessary condition for a vector
d € [—1.1]™ that helps to solve a series of problems to minimize errors, where:

d; = sign(e;) ifet 0

di € (—1 1) if e = 0
(—1.1)open period between-land 1

where (e;) : the sign of error to solve the problem L for each iteration. By applying
the Meketon algorithm, the formula for estimating the parameters is: (Koenker
and Bassett , 1978)

0 = (U'D?U) 'U'D2U ..(14)
D is a diagonal matrix with the following formula:
D = diag(min{(1+d;).(1—-d;)}) ..(15)

3. Discussion of Results

3.1 Simulation

In the simulation, the shape and scale parameters are P=3,4,5,7 and (6? = 1). As
for the values of the parameters of the regression model, which are taken from an
applied experiment, they are as follows:

Par. ) 0, 0, 03 011 0, 033 P 013 0,3

value | 77.21 | -8.79 | -7.43 | -0.05 | -3.06 | -3.52 | -1.73 | -4.68 | -2.08 | -1.17

The distribution of generating values for the random variable is long-tailed

symmetric as follows:

to
e=— ...(16)
\4

k
t represents the t-distribution random data generated by Matlab program using a
command (trad)
t=trad(2p—-1)

Six sample sizes were selected (50, 60, 80, 90, 100,120) and the experiment
was repeated 1000 times. To compare the estimation methods, the statistical scale
MSE was used and the program was written in Matlab program. The following are
the simulation results according to Table 1:
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Table 1. MSE of Model and L-Estimator
p 3 4 5 7
n
50 2.907358 | 2.614178 | 2.395216 | 2.284943
60 2.8378 2.540947 | 2.239245 | 2.109064
80 2.760688 | 2.34735 | 2.127075 | 1.957603
90 2.781875 | 2.278346 | 2.046172 | 1.91214
100 | 2.652992 | 2.306338 | 1.994387 | 1.891824
120 | 2.658073 | 2.173926 | 1.968745 | 1.773763
The results of the Maximum Likelihood Method (MLM) were neglected by
using simulation because it did not give normal results, and the Robust L method
gave the least mean squared error for the model and its value decreases when the
sample size increases and when the P value increases.

3.2 Real Data Application

The data were collected and gathered from a laboratory belonging to the
Iragqi Ministry of Health: MOH (Gilgamesh Laboratory, 2022), where they
represent the evidence of the level of sugar in the body, with 90 individuals as a
sample size understudy. The variables represent the following: c-peptide, X1:
HBalc, X2: RBS, X3: UREA: y

After taking the standard degree of the dependent variable Y,the
Kolmogorov-Smirnov test was used, and the data were processed and then, they
were tested again. The main finding was that long-tailed symmetric occurred to be
their distribution. The computed value D = 0.1411, which is less than the table
values at the level of significance K¢ o5 = 0.1434 andK,y; = 0.1718, this means
accepting the null hypothesis Hy, that is, the data have long tailed symmetric
distribution.

To estimate the parameters of the second-order multivariate regression
model, the L-Estimator was used and the results were as in the following table:

Table 2. Estimated values of model parameters whenp =7

parameters 6y 0, 0, 03 011
Value -0.07069 0.020731 -0.17927 -0.16687 0.055527

parameters 0,, 035 01, 03 (2%
Value 0.062 0.188257 -0.06102 -0.57748 0.271651

y = -0.07069 + 0.020731u;;- 0.17927u;, -0.16687u;3 + 0.055527u? + 0.062u, +
0. 88257“123 - 0.06102ui1ui2 - 0.57748ui1ui3 + 0271651“12
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4. Conclusion

1. The L - method showed its superiority for parameters’ estimation of the
polynomial regression model.

2. The best values for the parameters of shape and sizeare (p = 7,0 = 1)

3. At a value of (p = 7)and for all sample sizes, the L — method has a lower MSE of
the model.

4. The associated relationship between the C-PeP variable and the variable RBC
occurred to be positive. Conversely,a negative relationship occurred between the
variable C-PeP and the HBAIC variable, and the C-PeP variable and the UREA
variable, too.
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