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Abstract: 
In this research, the methods of Kernel estimator (nonparametric density estimator) were 

relied upon in estimating the two-response logistic regression, where the comparison was used 

between the method of Nadaraya-Watson and the method of Local Scoring algorithm, and 

optimal Smoothing parameter λ was estimated by the methods of Cross validation and 

generalized Cross validation, bandwidth optimal λ has a clear effect in the estimation process. It 

also has a key role in smoothing the curve as it approaches the real curve, and that the goal of 

using the Kernel estimator is to modify the observations so that we can obtain estimators with 

characteristics close to the properties of real parameters, and based on medical data for patients 

with chronic lymphocytic leukemia and through the use of the Gaussian function and based on 

the comparison criterion (MSE) it was found that the Nadaraya -Watson method is the best 

because it obtained the lowest value for this criterion. 

 

Keywords: Binary logistic regression model, Nadaraya–Watson method, Local Scoring 

algorithm, Cross validation method, generalized Cross validation, Plug in method. 
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1. Introduction: 
Regression analysis is a branch of statistics that examines the relationship between the 

response variable (Y) and the explanatory variables (         ) for a set of data, equation that is 

used to estimate and predict the cases to be studied. Regression is divided into two types, the 

first is linear and the second is not linear, and in this research, the second type will be dealt with, 

i.e. the nonlinear regression model, represented by the logistic regression model, and its 

importance is through its representation of qualitative phenomena within the medical and social 

fields,…etc, and many studies dealt with logistic regression and non-parametric methods: 

Berkson (1944) tested the hypothesis that (that the response of people to a certain dose 

of a drug follows the normal distribution where he used the function of the natural curve and the 

logistics function on a set of data after converting it to a linear function through the 

transformation logit, he concluded that the logistic function is better, especially in the case of 

binary data and when the sample size is large. Hmood (2000) Made comparisons among three 

estimators (Nadaraya- Watson, Gasser-Muller and Local Liner Smother).  Hmood (2005) 

presented non-parametric and semi-parametric methods with several proposed methods for 

estimating the probability density, and also reviewed the methods for estimating the Bandwidth. 

Hamza (2009, 2012) presented a review of some the methods of the Kernel estimate the state of 

regression non-parametric either in the case of complete data (FNW,  FLLS, VNW, VLLS) and 

incomplete (FSNW, VSNW, FINW, VINW, FSLLS, SILLS, VILLS) and comparing them 

through simulation as well as using different models, sample sizes and variations. Welin (2013) 

introduced a nonlinear logistic regression model for classification, the main idea is to assign data 

based on the kernel density estimation space feature, then a education model is taught to 

improve the feature weights in addition to Bandwidth for the Nadaraya-Watson kernel density 

estimator. Rafada et al (2018) developed the risk model from type 2 diabetes in the disease 

General Hajj Hospital Surabaya using a regression model Nonparametric logistic by Local 

scoring algorithm. 

  

2. Materials and Methods 
2-1 Logistic regression model : 
      The Logistic regression model is based on a basic and important assumption that dependent 

variable is a two-response variable that follows the Bernoulli distribution assumed value (1) with 

probability of (success) and value (0) with probability of (failure), i.e. the occurrence of the 

response and its occurrence and non-occurrence, and the model can be written as follows  (Al-

Saffar, 2013): 

    
    ∑      

      ∑                                                                                                                                             

          

    
 

      ∑     
                                                                                        

 i=1,2,3…,n  sample observation  

k= 1,2,3,…, : Number of explanatory variables. 

   B0 : Intercept   

   Bj : j Slope parameters of explanatory variables. 

  

If the logistic regression model is one of the regression models in which the relationship 

between the response variable and the explanatory variables is non-linear and often takes the 

form of the letter S. The logistic function can be assigned to a linear function as follows
 
(Al-

Azzawi, 2005): 
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the following formula: 

 

                                                                                                           

 

i=1,2,…,n [pi/(1-pi)] The logarithm will be taken for the ratio 

 

2-2  Methods of estimating the logistic regression model:   

2-2-1 Nadarya- Watson smoothing   
        Nadarya-Watson estimator is one of the most important estimators used to estimate the 

nonparametric regression function using the average weights for the observations, as it was 

proposed by the researchers (Nadarya- Watson) and the weight function is calculated as follows 

( Hassan and Nabi, 2018): 

 ̂      
∑  (

      
 

)  
 
   

∑  (
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 ̂      ∑         

 

   
                                                                                

Equation (6) can be reformulated in the form of matrices as follows (Demir and  Toktamis, 

2010): 

 ̂                                                                                                             
 

So that : 

    ́   ́     ́                                   
When choosing Bandwidth must be select carefully, so that if it was too large, it will 

affect the smoothing curve so we have a high smoothing curve (over smoothing curve) and if the 

value is too small it will effect on the smoothing curve and we have a low smoothing curve 

(under smoothing curve).
 
The cross validation method is one of the commonly used methods to 

select bandwidth if this parameter is estimated through the use of the (NW) method with that 

depend on exclusion one observation, so that this method called Leave-one-out
. 
(Hmood, 2000).

 

 

2-2-2 Local Scoring Algorithm 
The binary nonparametric regression model has a categorical binary response variable 

(0,1) and a Bernoulli distribution. We estimate the nonparametric binary regression model based 

on the Kernel estimator using the Local scoring algorithm because this algorithm is very suitable 

in its use of the nonparametric logistic regression model and that the response variable follows 

the Bernoulli distribution and belongs to the exponential family, This algorithm consists of two 

loops that are Scoring step (outer loop) is iterated until the average value of deviance convergent 

and weighted Back fitting step (inner loop) is iterated until the average value of the Residual 

Sum of Squares (RSS) convergent. scoring step is done iteratively by determining the adjusted 

value of the response variable (z) which is formulated as follows (Rifada, 2018):   

     
   

 (     
   ) (

   

   
)
   

                                                 

And :   

  
   

  ∑    ̂ 
   

     
 
      [

  
   

   
 
   ]                                             

The steps of the algorithm can be displayed where the algorithm is divided into three 

sub-algorithms: The first sub-algorithm: An algorithm to determine the value of the optimal 

bandwidth for each explanatory variable and its steps are as follows: 
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Entering observations (response variable and explanatory variables) adopted in the 

logistic regression model, i.e .                                

Enter Kernel function (Gaussian) function based on the following step: 

We assume an initial value for the bandwidth (  )  . 

The diagonal weights matrix is calculated     (    )  ، where 

 

   (  )      *   
(       )    

(       )      
(       )+        

 

 

a) We determine a matrix A(  )   ، where 

 (  )  
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b) value is calculated   ̂(  ) ، واٌ          

 ̂ (  )  

[
 
 
 
 
 ̂ (   )
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 ̂ (   )]

 
 
 
 

                                                                          

c) value is calculated    (  )      ∑       ̂       
  

     ، where the lowest value     (  ) It 

is the one that denotes the optimal bandwidth(  )and that: 

 ̂ (   )
     (  ) 

     (  ) 
                                                                                              

d) value is calculated     
       

 

 
             

 
   

e) Repeat steps from (b) to (e) to get the lowest value نـ           and represents the optimal 

bandwidth (bandwidth (  )) 

a- The second sub-algorithm: is the initial estimation algorithm for the nonparametric regression 

function  ̂(  ) For all explanatory variables as follows (Rifada et al, 2018) :  

i.  Input pair data (          )  , i=1,2,…,n 

ii. Defining the kernel function used is Gaussian kernel function. 

iii. We enter the optimal bandwidth obtained from the first sub algorithm. 

iv. We determine the matrix of diagonal weights        

v. Define the matrix       

vi. Calculate the value      ̂              

b- Sub-Algorithm III: Positional Scoring Algorithm for Estimating the Binary Nonparametric 

Model. 

i. Enter the data in an ordered pairs             )  ;            

ii. Entering the initial estimates for     )  ̂ 
   

  where            Optimized for the second sub-

algorithm 

iii. Repeat the scoring steps, (outer ring) as follows: 

a. Determining the adjusted value of the response variable (z) with  

elements of row i-th is: 
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 With: 
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and determine the matrix of weights B, where B is a diagonal matrix (i.e. its elements represent 

the main diagonal), and it is obtained as follows: 

   (
   

   
)
   

 

(  
   

)
  

                                                                    

Since the response variable Y follows Bernoulli's distribution: 

 

                                                                                                 
 

Thus, the diagonal matrix for B is: 

 

      
   

 (    
   

)                                                                                

                            

b. Repeating the weights of the step of reversing, (inner ring) as follows 

i. Initial iteration (s=0) and defines: 

 ̂ 
   

(  )   ̂ 
   

(  )                    

ii. Estimation of nonparametric regression functions in the model ـ              which: 

   ̂ 
     

 (  )   (  ) ,  ∑    ̂ 
          ∑    ̂ 

   
    

 
     

   
   -  (18) 

iii. calculate the average value of the square of the sum of weighted remainder RSS: 

               
 

 
, (             )

 
       (             )-          

 

iv. Repeat steps (ii) to (iii) when S=S+1 is below the convergent RSS value, i.e. 

                                                                 
 

c. Is defined    ̂ 
     

        ̂ 
     

       Hence, we determine the value of the rate of deviation, 

that is: 

 

               
      

  

 
∑       

              (    
     ) 

       (21) 

 

d. Repeat steps (a) to (c) when r=r+1 to get the average value of the convergent deviation, i.e. 

       (       )
     

    (       )
   

                        (22) 

 

3. Comparison Criterion: 
Estimation methods are compared by the mean squares of error (MSE) of the model: 

 

    
∑      ̂  
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3-1 Simulation  
     The concept of analysis using simulation is a natural and logical extension of analytical and 

mathematical models, where there are many cases that cannot be represented mathematically and 

the reason may be the random nature of the studied problem or because of its complexity or due 

to the lack of description of the problem, the method that is often used when all methods fail to 

obtain data is the method of simulation, the recent progress and the availability of software and 

technical developments in the field of programming and computer made the simulation method 

to achieve an analytical solution to the problem What through the mathematical formulation of 

data
 
(Shehab, 2017). 

 

3-1-1 Description of the stages of the simulation experiment 
The first stage: 

It is an important stage, which is the stage of determining the default values, on which the rest of 

the stages depend, as these values were chosen as follows. 

i. Assume the required sample size n=(50,100,150 )  

ii. Assume standard deviation values σ=(0.1,1,3)  

iii. Assuming Kernel function (Gaussian)  

iv. Determine the Replication of the simulation experiment (500) times 

The second stage: 

At this stage, variables are generated as follows. 

i. Generate p from illustrative variables where p=(4,6,8) follows the normal distribution with 

mean (0) and variance (ơ) using the (Monte Carlo method)  

ii. The variables generated in the above steps are linked according to the following formula and 

according to the number of variables included in the model: The model that is being worked on: 

 

                                                                          
 

The p-value is calculated       as: 

                      

Where 

      ) Equal to model (24) above based on the number of variables included in the model) 

iii. Generate values of the dependent variable y according to a binomial distribution with a 

sample size equal to n 

The third stage: 

At this stage, the features are estimated as follows:  

Estimating the above models according to the following methods: 

  Nadarya- Watson smoothing (NW). 

 Algorithm Local Scoring. 

i. For the estimate the preamble parameter Three methods have been used to estimate it: 

1. Estimate bandwidth by using three methods. 

2. Cross validation. 

3. Generalized Cross Validation. 

ii. Comparison of methods to determine the best method based on the MASE criterion. 

3-1-2 Results of the simulation experiment                          
    The results will be analyzed and interpreted by comparing the methods with the (MASE) 

Comparison Criterion with different sample sizes, standard deviations and values of bandwidth 

as follows: 
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              Table (1) shows MASE for Compare results of the logistic regression function for 

n= 50, 100, 150 and σ=0.1, 1, 3 with CV method 

 

From Table (1) it is clear that: 

 At the sample size (50,100,150) we note that the best method with different standard 

deviations is NW method . 

 We notice that the value of (MASE) increases when the value of standard deviations increases 

with different sample sizes  

 

Size 50 

NW 

Size 100 

NW 

Size 150 

NW 

   
   Figure (1) estimated values of the dependent variable Y CV-method estimation for 

bandwidth with n=50,100,150 and σ=0.1   

 

              Table (2) shows the MASE criterion for comparing estimates of the logistic 

regression function for sample sizes n=150 n=100, n=50, σ=0.1, σ=1,σ=3 and GCV 

bandwidth 

 

  From Table (2) it is clear that: 

-At the sample sizes (50,100,150), we notice the superiority of the NW method specifically at  

      

- We note that the value of (MASE) increases when the value of standard deviations increases 

and according to the values of the sample sizes. 

n=150 n=100 n=50  

NW LSA NW LSA NW LSA   

8.88900.0 8.4948489 8.8017.90 8.4987098 8.880089. 8..1.0908 0.1 

8.78.914. 8.4018778 8.7887709 8.4984191 8.7181188 8..810874 1 

8.4188847 8.4084487 8.7909080 8.404.800 8.707081. 8.494.901 3 

n=150 n=100 n=50  

NW LSA NW LSA NW LSA   

8.800719. 8.4000847 8.80.0080 8.4008848 8.8099870 8..101..0 0.1 

8.7808000 8.4089088 8.7880841 8.4088001 8.7180841 8..181848 1 

8.4188048 8.4009088 8.4840810 8.40.880. 8.700.987 8.400..48 3 
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Size 50 

NW 

Size 100 

NW 

Size 150 

NW 

 

 

 

 

 

             Figure (2) Estimated values of the dependent variable Y using (GCV), sample sizes 

(50, 100, 150) and σ=0.1 

               Table (3) shows the MASE criterion for comparing estimates for the logistic 

regression function for sample sizes n=150 ,100, 50, and σ=0.1,1, 3 With the plug in  

 

 From Table (3) it is clear that: 

 At the sample sizes (50, 100, 150), we Note the superiority of the NW method at       

-We notice that the value of (MASE) increases when the value of standard deviation increases 

with different sample sizes . 

Size 50 

NW 

Size 100 

NW 

Size 150 

NW 

   
 

    Figure (3) Estimated values of the dependent variable Y for the best method using the 

value of the bandwidth (plug in), n=50,100,150 and       

n=150 n=100 n=50  

NW LSA NW LSA NW LSA Σ 

8.889010. 8.4080970 8.8018101 8..88.078 8.8804410 8..180984 0.1 

8.7788889 8.4070047 8.7190801 8.4098884 8.7890080 8..880780 1 

8.4184474 8.4007198 8.48.8878 8.4097018 8.7980070 8.4948080 3 
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4. Real Practical Example 
         Lymphocytic leukemia is one of the types of lymphomas that are of low degree of 

malignancy and differ from the types of tumors that the carcinogenic cells in this disease 

originate in the bone marrow and that they lose the elements that bind them to the bone marrow 

and thus move from the bone marrow to the blood circulation and appear in the blood and the 

fact that this disease can coexist with a person for a period of 5-15 years with health problems 

that require treatment only in the last years of the disease. There are many factors affecting the 

reduction of chronic lymphocytic leukemia diseases Most medical studies that dealt with chronic 

lymphocytic leukemia mentioned several factors that affect the incidence of the disease as well 

as the variables that have been proposed, as follows: Y (response variable): It is an approved 

variable that takes only two values: (0) if the person has the disease, and (1) if the person does 

not have the disease. The explanatory variables are: 

X1    : represents gender (Sex) where (1) stands for males and (2) for females. 

X2    : (age ). 

X3   : (WBC(White Blood Cells. 

X4   : (HGB  ( Hemoglobin Blood 

 .X5   : (HCT  ( Haematocrit 

X6   : (PLT ) Blood Platelets  .    

      The method of data collection was done by relying on the patient file (infected and non-

injured), which included a study on the disease (chronic lymphocytic leukemia) at Diwaniyah 

Teaching Hospital in Al-Qadisiyah Governorate (Oncology Consulting Unit) The study included 

100 male and female views (infected and non-injured) and the observations were divided into 

two groups as follows: 

 

The first group: It included people with the disease in the size of (53) samples and we coded 

them with the symbol (0). 

The second group: It included people who are not infected with the disease with a size of (47) 

samples and we symbolized them with the symbol (1(. 

 

5. Discussion of Results 
Before starting the estimation process, a test (VIF) was conducted to test the existence of 

a linear correlation problem between the independent variables, as it was found that there is no 

linear correlation between the independent variables, as all the illustrative variables had a VIF 

value less than 5, as shown in the table below: 

 

Table (4) VIF Test 

PLT HCT HGB WBC Age SEX variable 

1.849 4.11 4..0 1.180 1.404 1.184 VIF 

 

 

Table (5) 

Shows the values of the mean square Error (MASE) for the incidence rate of lymphocytic 

leukemia 

LSA NW Estimation Method 

8.70.884. 8.8988781 MSE 

 

mean square error (MSE) values calculated where the results showed that the NW method is the 

best method 
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Real data Estimated values 

 

 

 

Figure (4) shows the real and estimated data of the dependent variable y (injury rate) not 

the preference of the estimation methods in the above 

 

6. Conclusions 
 In this research, we conclude that the nonparametric methods of the Kernel methods in 

estimating the binary logistic regression, and a comparison was made between method Nadarya - 

Watson and method the Local scoring algorithm, and the optimal λ bandwidth was estimated 

using the method of legitimate crossing and generalized cross validation (optimal), and based on 

medical data with chronic lymphocytic leukemia and through the use of the function (Gaussian) 

and based on the comparison criterion (MSE), it was found that the Nadarya - Watson method is 

better than the Local scoring algorithm at sample sizes 50,100,150 and variance values of 0.1, 1, 

3 where the lowest value was obtained for this criterion and when applying the real data of 

lymphocytic leukemia and through the comparison criterion, the NW method was the best. 
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  مسخخلص البحث:

فً هرا انبحث تى الاعتًاد عهى طسائق انًقدز انهبً )يقدز انكثافة انلايعهًً( فً تقدٌس الاَحداز انهىجستً ثُائً             

واتسىٌ وطسٌقة خىازشيٍة انتهدٌف انًىضعً ، وبطسٌقه انعبىز – الاستجابة، حٍث تى استعًال انًقازَة بٍٍ طسٌقة َادازٌا

)يثهى( واٌ يعهًه انتًهٍد نها تأثٍس واضح فً عًهٍة انتقدٌس اٌضا   انشسعً وانعبىز انشسعً انًعًى تى تقدٌس يعهًة انتًهٍد

تعًال انًقدزات انهبٍة هى تعدٌم نها دوز اساسً فً تقسٌب وتُعٍى انًُحًُ واقتسابه يٍ انًُحُى انحقٍقً، واٌ انهدف يٍ اس

انًشاهدات نكً َتًكٍ يٍ انحصىل عهى يقدزات ذات صفات قسٌبة يٍ خىاص انًعهًات انحقٍقٍة، وبالاعتًاد عهى بٍاَات 

( وبالاعتًاد عهى يعٍاز انًقازَة Gaussinطبٍة انًصابٍٍ بأيساض سسطاٌ اندو انهًٍفاوي انًصيٍ ويٍ خلال استعًال دانة )

(MSEٍتب ) واتسىٌ هً الافضم وذنك نحصىنها عهى اقم قًٍة نهرا انًعٍاز.–ٍ اٌ طسٌقة َادازٌا 

 

 

 : وزقة بحثٍة.نوع البحث

 

واتسىٌ ، خىازشيٍة انتهدٌف – اًَىذج الاَحداز انهىجستً انثُائً ، طسٌقه َادازٌا المصطلحاث الزئيست للبحث:

 انًىضعً، طسٌقة انعبىز انشسعً، انعبىز انشسعً انًعًى ، طسٌقة انًهئ انًباشس .
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