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Abstract

Regression models are one of the most important models used in modern studies, especially
research and health studies because of the important results they achieve. Two regression models
were used: Poisson Regression Model and Conway-Max Well- Poisson), where this study
aimed to make a comparison between the two models and choose the best one between them
using the simulation method and at different sample sizes (n = 25,50,100) and with repetitions (r
= 1000). The Matlab program was adopted.) to conduct a simulation experiment, where the
results showed the superiority of the Poisson model through the mean square error criterion
(MSE) and also through the Akaiki criterion (AIC) for the same distribution.
Paper type: Research paper.
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1. Introduction

The primary goal of building probabilistic statistical models is to select the appropriate
model that appropriately describes the set of data obtained from experiments, observational
studies, field surveys, etc. Most of these model building techniques depend on finding the most
appropriate probability distribution that explains the basic structure of the set. However, there is
no single probability distribution suitable for the different data set. Therefore, a comparison was
made between the Poisson regression model and the Conway-Maxwell Poisson model. The
simulation experiment was carried out using the inverse method of the cumulative distribution
function (c.d.f), and the Maximum Likelinood Method (MLE) was adopted to estimate
Parameters of the two distributions with the use of the mean squared error (MSE) criterion and
the Akaki criterion (AIC) for comparison between the two models.
1.1 Literature Review:

i. Long (1997) was the first researcher who addresses the study of the Poisson regression model
by building the basics of the model as well as the process of estimating the parameters, where
the specifications of the dependent variable were in the form of a descriptive variable.

ii. While the researcher Winkelmann (2008) presented a research on the analysis of counted data,
where he dealt with the estimation of the parameters of the regular Poisson regression model
according to the logarithmic formula and without it, and it was shown that the larger the sample
size, the Poisson distribution turned into a normal distribution, and the researcher also touched
on The most important assumptions of the Poisson regression model.

iii. Mansson (2011) introduced a Poisson estimator using the Ridge regression method as a means
to address instability while taking the method of the Maximum lik lihood estimation (MLE) to
compare the two methods to estimate the parameters of the Poisson regression model, where the
average square error (MSE) was calculated As a criterion for comparison, and by using the
Monte-Calo simulation, it has been shown from the simulation that the Poisson letter regression
method is better than the greatest possibility method.

iv. Hameed and Jewad (2017) used two regression models Poisson and Hierarchical Poisson to
study the indicator of maternal mortality through comparison between The Maximum
Likelihood Method and Full Maximum Likelihood method by simulation and (MSE ) they
conclude that full maximum likelihood method is the best method.

v. Hameed and Jewad (2017) compared between Bayesian and full maximum likelihood methods
to estimate hierarchical Poisson regression model through real data on maternal mortality they
conclude that hierarchical Poisson regression model is the best for representing maternal
mortalities data.

vi. Avci (2018) suggested the use of counting models to determine the factors that affect the
number of people with schizophrenia, which is called (Schizophrenia). Conway Maxwell -
Poisson and using two standards for comparison, first (Log-likelihood) and secondly (Akakie)
and a sample of (205) observations taken from 2011 to (2014).

2. Materials and Methods
2.1 Poisson Regression Model

The Poisson regression model is one of the most important linear logarithmic regression
models, and it is considered one of the important means for modeling the dependent variable
when the values of the variable are countable by Long (1997). This model assumes that the
dependent variable (y;)is a response variable that follows the Poisson distribution with a
parameter of (¥9) and also trace the random faults in the Poisson distribution model as a
parameter of magnitude (9) (Winkelmann, 2008) and (Cameron, 1998).

The naming of this model came according to the distribution of its random breakdowns
and also as a logarithmic - linear from taking the natural logarithm of the model formula and
thus transforming it into a linear formula. Of course, the Poisson regression is considered the
basic model for numerical models.
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Where it is highly relied upon, and in this context, the probability function will be defined
according to the following formula; (2°**Mansson) (2008 : Winkelmann)
Y=e*B+? o (1)
where:
Y the vector of the dependent variable of degree nx1.
X: Matrix of independent variables with degree nx(p+1).
B : vector of the model with degree (nx1).
9 : random debris of degree (nx1).

2.1.1 Assumptions of the Poisson regression model:
The Poisson regression model is based on three basic assumptions that are used to build this
model:
First assumption:
The conditional probability function of the dependent variable (Y) follows the Poisson
distribution when the distribution parameter (9 ) follows Winkelmann(2008) the Poisson
distribution with a parameter of value (9) as in the previously mentioned formula in formula
(Cameron, 1998).
Second assumption:
The distribution parameter of the dependent variable (y) is equal to: (Winkelmann, 2008),
(Mansson, 2011), and (Mansson, 2012).

9, _ i .. (2)

1=

where:
x;: represents row (i) of the matrix of independent variables X.
Third assumption:

The pairs of the two variables (yi, xi) have independence between them, that with the
adoption of these three assumptions in addition to the characteristics of the Poisson distribution,
the arithmetic mean and variance will be as follows:; 990"

E (yi/x) = var(y;/x) = 9; = &£ - (3)

For the process of estimating the parameters of the Poisson regression model, which were
mentioned in equation (1), and depending on the assumptions that were previously clarified, the
random error limit follows the Poisson distribution as well. Therefore, the Maximum Likelinood
Method was used to estimate the parameters of the model.

2.2 Conway-Maxwell-Poisson Distribution
1.1t is a discrete probability distribution (discrete) that allows the modeling of counting data that
is characterized by either excessive or insufficient dispersion. This distribution was defined and
presented in 1962 by Conway-Maxwell-Poisson, hence the name (Com-Poisson) or Poisson-
Maxwell (cmp) and was developed and the application of this distribution in multiple fields by
the world sellers in 2012 (Shmueli, 2005). This distribution has relationships with other
distributions under certain conditions and when the parameter s = 1 approaches the Poisson
distribution, and when it approaches the Bernoulli distribution and for s — coa parameter of its
magnitude (Lord, 2008).
A

152 (4
And when V = 0, the geometric distribution approaches success 1-4 and that the probability
function for it will be as follows:

4 1
PY=y)=f(y:4s) = DS Z(4,5)
>0 «(5)

;y=01,... ; s>0; 4

otherwise:
Where Z(d,v) = 2$°=0(:W . (6)
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In order to estimate the parameters of the Conway-Maxwell-Poisson regression model,
the greatest possibility method of estimation was adopted, as it is the most reliable and optimal
method.

3. Discussion of Results
3.1 Definition of Simulation
Simulation is defined as imitating the operation of a system or a process from the real

reality, over time. Simulation is the most appropriate way to solve complex physical and
mathematical problems, which are difficult to solve in reality as a result of not obtaining real
data that represents the approved study or to increase the material cost, as this method is used
when All other methods and methods fail by using another systemic behavior that simulates the
first, any attempt to repeat a specific process in artificial conditions somewhat similar to natural
conditions, and computers are used to implement simulation, and the simulation process also
requires the use of models and their development over time, and there are many methods to
generate Evaluate the explanatory variables through the use of simulations, including (the
inverse method, the Monte-Carlo method...etc).
3.2 Generating Random Variables:

i. Random variables were generated that follow the orderly distribution (u~(0,1)).

ii. The simulation experiment was implemented using the inverse method of the cumulative
distribution function (c.d.f) by taking the inverse (c.d.f) of the two distributions as follows:

y
9e ?
F(y) = ;’ > o (D)
9= ng) ..(8)
9e ?
w= 1;) . . (9)

iii. Three different sample sizes were used (n = 25, 50, 100).
iv. Repeatability of this experiment (r = 1000). .
v. The number of explanatory variables for this experiment are variables (p = 6) %% Minka)

b
x) =px+1)=pk) CEENG (10)
vi. Akaike Information Criterion (AIC)
AIC =2P-2 Ln(L) .. (1)

3.3 Results of Simulation

The tables below show the results of the simulation experiment, which were obtained
through the implementation of the program and assuming values for the parameters and for the
three distributions according to Table (1-3) and with different sizes n = 25, 50, and 100 and at
repetitions r = 1000, as the results reflect the parameter values and the mean squared error
(MSE) and the values of the Akaki criterion (AIC) for each distribution and under the two
proposed models under study.

Table (1) default values for the parameters of the two distributions
Poisson | COM-Poisson

Distribution
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Table (2) represents the parameter estimators for the first model.At a sample size of n = 25

Poisson -Model COM-Poisson- Model
Distribution poisson COM-Poisson poisson COM-Poisson

Bo -1.21074 -2.93716 -1.37221 -2.59567
B1 -0.177 -0.177 -0.11187 -0.18659
B2 0.304289 0.304289 0.369423 0.645777
Bs 0.230114 0.230114 0.144324 0.456621
B 0.348476 0.348476 0.187006 0.391705
Bs 0.138043 0.138043 0.203177 0.128453

-0.18379 -0.18379 -0.11866 0.116419

2170934 |  19.25474 | 18.2565 |  21.31997

The Poisson model was the best and under the com-poisson distribution through the
mean square error criterion. The Poisson model achieved the lowest AIC under the Poisson

distribution.

Table (3) represents the parameter estimators for the first model.At a sample size of n = 50

Poisson - Model COM-Poisson- Model
DiStribution poisson COM-Poisson poisson COM-Poisson

Bo -0.80173 -6.53088 -0.6456 -6.45105
1 0.114094 0.114094 -0.2326 -0.03521
B 0.185056 0.185056 0.341185 0.035753
B3 -0.25108 -0.25108 -0.60957 -0.40038
Ba 0.51193 0.51193 0.398217 0.362626
Bs 0.008784 0.008784 0.164912 0.088616
Bs 0.026403 0.026403 0.182531 -0.1229

23.26122 19.34629 11.80292 21.90505
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The Poisson model was the best under the com-poisson distribution through the lower MSE and
also the lower AIC for the Poisson distribution and under the com-poisson mode

Table (4

represents the parameter estimators for the first model.. At a sample size of n = 10

Distribution

Poisson- Model COM-Poisson- Model
poisson COM-Poisson poisson COM-Poisson
-0.99977 -4.50718 -0.98942 -4.10103
0.017786 0.017786 0.048545 0.423936
0.040016 0.040016 0.042147 -0.39907
0.026306 0.026306 0.465241 -0.0341
0.196534 0.196534 0.635469 -0.24255
0.21081 0.21081 -0.49014 -0.22827
-0.01285 -0.01285 -0.21477 0.03468

23.79953

21.73292

16.78471

25.02851

The Poisson model was the best by the MSE criterion and under the Poisson distribution and it
achieved the lowest AIC for the Poisson distribution. And under the com-poisson model.
Table (5) represents the parameter estimators for the second model At a sample size of n = 25

Distribution

Bo

B1

B

B3

B

Bs

Be

Poisson- Model COM-Poisson- Model
poisson COM-Poisson poisson COM-Poisson
-0.13289 -3.64902 -0.19799 -2.74106
0.003272 0.003272 -0.06183 0.911233
0.250036 0.250036 0.184933 -0.26886
0.002947 0.002947 -0.06216 0.12525
-0.04907 -0.04907 -0.11417 0.858894
0.125975 0.125975 0.060872 0.894103
0.076474 0.076474 0.011371 -0.05046

21.36842

15.54949

14.33616

23.03846

poisson model achieved less AIC under the Poisson distribution.

The Poisson model achieved less MSE under the com-poisson distribution and also the com-
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Table (6 ) represents the parameter estimators for the second model. At a sample size of n = 50

Poisson- Model COM-Poisson- Model
DiStribution poisson COM-Poisson poisson COM-Poisson
-0.05347 -5.58242 -0.23814 -4.80217
0.160133 0.160133 0.5308 0.784042
0.008156 0.008156 0.173688 0.788402
0.34188 0.34188 0.15721 0.870736
-0.07792 -0.07792 0.29275 0.511277
-0.04246 -0.04246 -0.22713 -0.73297
0.040295 0.040295 -0.14438 0.087343

23.07424

22.60882 12.01635 23.34373

The com-poisson model was the best by the MSE criterion and also by the AIC criterion and
under the Poisson distribution.
Table (7 ) represents the parameter estimators for the second model. At a sample size of n = 100

Poisson- Model COM-Poisson-Model
DISERBUEON poisson COM-Poisson poisson COM-Poisson
-0.01128 -3.93895 0.84246 -3.00936
0.093836 0.093836 0.947579 0.294426
0.118541 0.118541 -0.14708 -0.74863
-0.0375 -0.0375 -0.46618 -0.90468
0.18057 0.18057 -0.64825 -0.6866
0.05552 0.05552 -0.20174 -0.46659
-0.05986 -0.05986 -0.88868 -0.92703
24.24246 25.11142 16.38712 27.70217

Poisson model achieves lower MSE under Poisson distribution while compoisson model
achieves lower AIC under Poisson distribution.
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4. Conclusions

i. From the results of the simulation experiment at three different sample sizes (n = 25, 50, 100)
and with repetitions (r = 1000) and for six parameters p = 6, it was found that the (Poisson)
model was the best at the three sizes, through the standard (MSE) either from During the (AIC)
standard, the (COM-POISSON) model was the best.

ii. As for the second model (Com-poisson), the (Poisson) model achieved less (MSE) at the
sample size (n = 25,100), while the (com-poisson) model achieved less (AIC) for all the selected
sizes.
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