Selection of variables Affecting Red Blood Cell by Firefly Algorithm
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Abstract
Some maps of the chaotic firefly algorithm were selected to select variables for data on blood diseases and blood vessels obtained from Nasiriyah General Hospital where the data were tested and tracking the distribution of Gamma and it was concluded that a Chebyshevmap method is more efficient than a Sinusoidal map method through mean square error criterion.
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1. Introduction

Selecting or identifying variables is important in machine learning and data mining. Algorithms are one of the best modern methods in selecting independent variables that affect the independent variable in regression models and this paper data were selected for blood diseases, where it was found that they follow the distribution of gamma where the dependent variable is distributed continuously with a positive value, where this type of regression is applied in health, economic and other data.

In this paper, data related to blood and vascular diseases were selected, where the effect of 49 independent variables affecting the dependent variant, which is red blood cells (RBC), was studied.

1.1 Literature review

Yang (2013) presented a new algorithm, the multiobjective firefly algorithm (MOFA) for variable selection which was compared with a set of optimization algorithms such as the multiobjective bee algorithm and others, where the proposed algorithm proved its superiority.

Bossio and Cuervo (2015) suggested the linking functions (Identity link function) and (Log link function) to link the gamma regression model and the parameters of the model were estimated in maximum likelihood method through simulation. It was applied to real data, which is the effect of temperature on the growth of an insect (fruit fly). The simulation results showed that the parameter estimates are close to the assumed parameters of the model values and for the real data that temperature affects the stages of fruit fly development.

Zhang et al (2016) introduced the new Binary firefly (BFA) algorithm to remove redundant variables and determine optimal parameters of the model by identifying DNA actually active proteins.

Amin and Qasim (2019) proposed the shrinkage method to estimate the parameters of the gama regression model. It was compared with the maximum likelihood method, and simulations were conducted and applied to real data, and the comparison criterion was the mean square error (MSE), the results showed that the method of minimization is better than the method of maximum likelihood.

While Zakariya ALgamal et al (2020) proposed the Gray Wolf algorithm (GWO) to select a variable for the gamma regression model. The results showed the efficiency of the proposed algorithm compared to other common methods.

Ahmed ALkhateeb and Zakariya ALgamal (2021) presented a paper that dealt with the variable selection of the Kama regression model using the firefly algorithm, and it was compared with known statistical methods. The results showed the efficiency of the proposed methods. This method was applied to real data related to chemical measurements.

2. Materials and Methods

The data on red blood cells were tested using the statistical program (EasyFit) to test for good conformity and it was found that the red blood cells follow the distribution of gamma distribution as shown in Figure (1).
2.1 Gamma Regression Model

A two-Parameters gamma distribution can be taken by a random variable \( y \) (Adekanmbi, 2017).

\[
f(y; \theta, \tau) = \frac{\theta^\tau}{\Gamma(\tau)} y^{\tau - 1} \exp\left(-\theta y\right) I_{(0,\infty)} y \quad \tau, \theta > 0 \quad (1)
\]

Where:

\( \tau \) is the Shape parameter

\( \Gamma(\cdot) \) is the Scale parameter

\[
E(Y_i) = \frac{\tau}{\theta}
\]

\[
Var(Y_i) = \frac{\tau}{\theta^2} = \frac{\mu^2}{\tau} = \sigma^2 \left(E(Y_i)\right)^2
\]

CDF IS given by:

\[
F(y) = \frac{1}{\Gamma(\tau)} \int_0^y u^{\tau - 1} e^{-u} \, du
\]

\( Y_i \sim \text{Gamma}(\mu_j, \tau_j) \),

where \( j = 1, 2, \ldots, n \), (Adekanmbi, 2017)

---

**Figure (1): Test for good conformity of gamma distribution**
2.2 Maximum Likelihood Method

Cuervo (2001) introduced the maximum likelihood estimation method as follows:

\[
\frac{\partial L}{\partial y_k} = \sum_{i=1}^{n} -\tau_i \left[ \frac{d}{d\tau_i} \log \log \Gamma(\tau_i) - \log \log \left( \frac{\tau_i y_i}{\mu_i} \right) - 1 + \frac{y_i}{\mu_i} \right] z_{ik} \\

k = 1, \ldots, r \quad (j \geq k)
\]

\[
p \geq r
\]

\[
\frac{\partial^2 L}{\partial \beta_k \beta_j} = \sum_{i=1}^{n} \frac{\tau_i}{\mu_i^2} \left( 1 - \frac{2y_i}{\mu_i} \right) x_{ij} x_{ik} \quad ; j, k = 1, \ldots, p
\]

\[
\frac{\partial^2 L}{\partial y_k \beta_j} = \sum_{i=1}^{n} -\frac{\tau_i}{\mu_i} \left( 1 - \frac{y_i}{\mu_i} \right) x_{ij} z_{ik}
\]

\[
\frac{\partial^2 L}{\partial y_k y_j} = \sum_{i=1}^{n} -\tau_i \left[ \frac{d}{d\tau_i} \log \log \Gamma(\tau_i) - \log \log \left( \frac{\tau_i y_i}{\mu_i} \right) - 1 + \frac{y_i}{\mu_i} \right] z_{ij} z_{ik}
\]

\[
- \sum_{i=1}^{n} \tau_i \left[ \frac{d^2}{d\tau_i^2} \log \log \Gamma(\tau_i) - 1 \right] z_{ij} z_{ik}
\]

Where:

\[
I(B) = \left[ -E \left( \frac{\partial^2 L}{\partial \beta_k \beta_j} \right) - E \left( \frac{\partial^2 L}{\partial y_k \beta_j} \right) - E \left( \frac{\partial^2 L}{\partial y_k y_j} \right) - E \left( \frac{\partial L}{\partial y_k} \right) \right]
\]

\[
-E \left( \frac{\partial^2 L}{\partial \beta_k \beta_j} \right) = \sum_{i=1}^{n} \frac{\tau_i}{\mu_i} \left( 1 - \frac{2y_i}{\mu_i} \right) x_{ij} x_{ik}
\]

\[
-E \left( \frac{\partial^2 L}{\partial y_k \beta_j} \right) = 0 \quad ; k = 1,2,\ldots,r \quad ; j = 1,2,\ldots,p
\]

\[
-E \left( \frac{\partial^2 L}{\partial y_k y_j} \right) = \sum_{i=1}^{n} \tau_i^2 \left[ \frac{d^2}{d\tau_i^2} \log \log \Gamma(\tau_i) - 1 \right] z_{ij} z_{ik} \quad ; j, k = 1,2,\ldots,r
\]

\[
I(\beta) = \sum_{i=1}^{n} \frac{\tau_i}{\mu_i} x_{ij} x_{ik} 0 0 \sum_{i=1}^{n} \tau_i^2 \left[ \frac{d^2}{d\tau_i^2} \log \log \Gamma(\tau_i) - 1 \right] z_{ij} z_{ik}
\]

\[
\hat{\beta}^{(h+1)} = (XW_1^{(h)}X)^{-1}XW_1^{(h)}Y
\]

\[
W_1^{(h)} = \frac{(\mu_i^2)^{(h)}}{\tau_i^{(h)}}
\]

\[
\hat{\beta}^{(h+1)} = (ZW_2^{(h)}Z)^{-1}XW_2^{(h)}Y
\]

\[
W_2^{(h)} = \frac{1}{\tau_i^{(h)}}
\]

\[
di = \tau_i^{-2} \left[ \frac{d^2}{d\tau_i^2} \log \log \Gamma(\tau_i) - 1 \right]^{-1}
\]
2.3 Firefly Algorithm
The firefly algorithm is an improvement algorithm inspired by the collective behavior of fireflies through bright lighting.

There are three rules in the FA (Yu et al., 2015):
- Regardless of the gender of a firefly, one firefly can be attracted to another
- The attraction of the firefly increases with the brightness of the brighter fireflies as they are attracted to them, and if there is no sufficiently illuminated firefly, they will move randomly.
- That the intensity of the firefly brightness depends on the fitness function, where the intensity of the firefly brightness is directly relevant to the value of the fitness function.

- The Cartesian distance can be described as follows:

\[ r(s_i, s_j) = \sum_{c=1}^{d} (s_{i,c} - s_{j,c})^2 \]  

(2)

Applications \( I_0 \) can be rounded up as follows:

\[ I(x) = I_0 e^{-\delta x^2} \]  

(3)

\( I_0 \) :is the (original intensity of light).

\[ \phi(x) = \rho_o e^{-\delta x^2} \]  

Where the \( \rho_o \) represents gravity when \( z = 0 \)

The best place for a firefly to move location is:

\[ s_i^{(t+1)} = s_i^{(t)} + \rho_o e^{-\delta x_i^2} \left( s_j^{(t)} - s_i^{(t)} \right) + \alpha(k_1 - 0.5) \]  

(4)

Zhan et al (2016) suggested a BFA.

The location is binary, and the result of choosing variables is expressed as yes or no, the variable that is chosen is denoted by the number 1, while the variable that is not chosen is denoted by the symbol 0, and therefore it is expressed by a binary vector BFA.

\[ \varphi_o e^{-\delta x_i^2} \left( s_j^{(t)} - s_i^{(t)} \right) + \alpha(k_1 - 0.5) \]  

\[ \text{Sig} = \frac{1}{1 + \exp \left[ \varphi_o e^{-\delta x_i^2} \left( s_j^{(t)} - s_i^{(t)} \right) + \alpha \left( k_1 - 0.5 \right) \right]} \]  

(5)

Fire flies position in \( s_i^{(t+1)} = 1 \ \text{if} \ \text{sigm} \geq k_2 \ 0 \ \text{otherwise} \)

2.4 The suggested Maps
Chaotic maps are conceived and can be transmitted as particles in a limited range of nonlinear, Dynamic, and Nonlinear systems (Sayed et al., 2018).

<table>
<thead>
<tr>
<th>Maps</th>
<th>Function</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chebyshev</td>
<td>( x_{h+1} = \cos \left( h \cos^{-1} \left( \frac{x_h}{h} \right) \right) )</td>
<td>(- 1, 1)</td>
</tr>
<tr>
<td>Sinusoidal</td>
<td>( x_{h+1} = 2.3 h \sin \left( \frac{\pi x_h}{h} \right) )</td>
<td>(0, 1)</td>
</tr>
</tbody>
</table>
3. Discussion of Results

Cardiovascular disease is a general term for conditions that affect the heart or blood vessels and is usually associated with atherosclerosis and an increased risk of blood clots. It is considered one of the most dangerous deadly diseases in humans.

The increasing prevalence of cardiovascular disease with high mortality rates represents a major risk and burden to healthcare systems around the world. Two methods of selecting variables, Chebyshev and Sinusoidal method, were applied to the study data, which includes 49 independent variables affecting the RBC dependent variable for 157 people, the study data are:

- $V_1$ Gender (Male, Female)
- $V_2$ Age
- $V_3$ Weight
- $V_4$ Social status (Single, Married, Divorced, Widowed)
- $V_5$ Referral body (Hospital, Clinic)
- $V_6$ Housing environment (Rural, City)
- $V_7$ Entry type (First, Second, Repeated)
- $V_8$ Patient's stay (1, 2, 3, … days)
- $V_9$ Review status (As per appointment, urgent)
- $V_{10}$ Exit status (improved, recovered, the same condition, the patient is responsible, dead)
- $V_{11}$ Have surgery or not
- $V_{12}$ Employment (unemployed, employee, retired, housewife, disabled, student)
- $V_{13}$ Employment Sector (Public Sector, Private Sector)
- $V_{14}$ Blood Group (O, A, B, AB)
- $V_{15}$ Rhesus analyzes RH (RH+, RH-)
- $V_{16}$ Random blood sugar (R B sugar) [mg/dl]
- $V_{17}$ Hemoglobin Test (HGB) [g/dl]
- $V_{18}$ Packed cell volume (PVC) [L/L].
- $V_{19}$ Analysis of census of white blood cells (WBC) [Cu.mm].
- $V_{20}$ Creatinine blood test (S C) [mg/dl].
- $V_{21}$ IgM test (Positive, Negative)
- $V_{22}$ IgG test (Positive, Negative)
- $V_{23}$ Troponin (Positive, Negative)
- $V_{24}$ HCV (Positive, Negative)
- $V_{25}$ B-Urea (Blood urea) [mg/L]
- $V_{26}$ Blood pressure low (BPL)
- $V_{27}$ Blood pressure high (BPH)
- $V_{28}$ Prolactin analysis (PR) [b/m]
- $V_{29}$ Oxygen saturation (SPO2) (%)
- $V_{30}$ Temperature degree (Temp.)
- $V_{31}$ Heart rate (HR) (heartbeats per unit of time)
- $V_{32}$ RBC
- $V_{33}$ Hematocrit analysis (HCT) (%)
- $V_{34}$ Mean corpuscular volume (MCV) [FL]
- $V_{35}$ Mean corpuscular hemoglobin (MCH) [g/dl]
- $V_{36}$ Mean corpuscular hemoglobin concentration (MCHC) [g/dl]
- $V_{37}$ Platelet count analysis (PLT) [x10^7/mL]
- $V_{38}$ Lymphocytes (Lym%)
- $V_{39}$ Mixed Cells Absolute Count (MDX %)
- $V_{40}$ S Cholesterol [mg/dl]
- $V_{41}$ Neutrophils (NEUT) (%)
• $V_{42}$ Lymphocyte Absolute Count (LYM#) [$\times 10^3$/mL]
• $V_{43}$ Mixed Cells Absolute Count (MXD#) [$\times 10^3$/mL]
• $V_{44}$ Neutrophil Absolute Count (NEUT#) [$\times 10^3$/mL]
• $V_{45}$ Red Cell Distribution Width (RDW-SD) [FL]
• $V_{46}$ Red Cell Distribution Width (RDW-CV) %
• $V_{47}$ Platelet Distribution Width (PDW) [fL]
• $V_{48}$ Mean Platelet Volume (MPV) [fL]
• $V_{49}$ P-LCR% platelet large cell ratio (P-LCR) %
• $V_{50}$ Procalcitonin (PCT%) 

Furthermore, the algorithm was implemented using the R program, and the following results were obtained:

Table 2

<table>
<thead>
<tr>
<th>Variables</th>
<th>Solution Chebyshev map</th>
<th>Variables</th>
<th>Solution Chebyshev map</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1$</td>
<td>1</td>
<td>$V_{27}$</td>
<td>1</td>
</tr>
<tr>
<td>$V_2$</td>
<td>0</td>
<td>$V_{28}$</td>
<td>0</td>
</tr>
<tr>
<td>$V_3$</td>
<td>0</td>
<td>$V_{29}$</td>
<td>0</td>
</tr>
<tr>
<td>$V_4$</td>
<td>1</td>
<td>$V_{30}$</td>
<td>1</td>
</tr>
<tr>
<td>$V_5$</td>
<td>1</td>
<td>$V_{31}$</td>
<td>1</td>
</tr>
<tr>
<td>$V_6$</td>
<td>1</td>
<td>$V_{32}$</td>
<td>0</td>
</tr>
<tr>
<td>$V_7$</td>
<td>1</td>
<td>$V_{33}$</td>
<td>1</td>
</tr>
<tr>
<td>$V_8$</td>
<td>0</td>
<td>$V_{34}$</td>
<td>0</td>
</tr>
<tr>
<td>$V_9$</td>
<td>0</td>
<td>$V_{35}$</td>
<td>1</td>
</tr>
<tr>
<td>$V_{10}$</td>
<td>0</td>
<td>$V_{36}$</td>
<td>1</td>
</tr>
<tr>
<td>$V_{11}$</td>
<td>0</td>
<td>$V_{37}$</td>
<td>1</td>
</tr>
<tr>
<td>$V_{12}$</td>
<td>0</td>
<td>$V_{38}$</td>
<td>0</td>
</tr>
<tr>
<td>$V_{13}$</td>
<td>0</td>
<td>$V_{39}$</td>
<td>1</td>
</tr>
<tr>
<td>$V_{14}$</td>
<td>1</td>
<td>$V_{40}$</td>
<td>0</td>
</tr>
<tr>
<td>$V_{15}$</td>
<td>1</td>
<td>$V_{41}$</td>
<td>1</td>
</tr>
<tr>
<td>$V_{16}$</td>
<td>0</td>
<td>$V_{42}$</td>
<td>1</td>
</tr>
<tr>
<td>$V_{17}$</td>
<td>1</td>
<td>$V_{43}$</td>
<td>1</td>
</tr>
<tr>
<td>$V_{18}$</td>
<td>0</td>
<td>$V_{44}$</td>
<td>0</td>
</tr>
<tr>
<td>$V_{19}$</td>
<td>1</td>
<td>$V_{45}$</td>
<td>1</td>
</tr>
<tr>
<td>$V_{20}$</td>
<td>0</td>
<td>$V_{46}$</td>
<td>1</td>
</tr>
<tr>
<td>$V_{21}$</td>
<td>0</td>
<td>$V_{47}$</td>
<td>0</td>
</tr>
<tr>
<td>$V_{22}$</td>
<td>0</td>
<td>$V_{48}$</td>
<td>0</td>
</tr>
<tr>
<td>$V_{23}$</td>
<td>1</td>
<td>$V_{49}$</td>
<td>0</td>
</tr>
<tr>
<td>$V_{24}$</td>
<td>1</td>
<td>MSE=0.2</td>
<td></td>
</tr>
<tr>
<td>$V_{25}$</td>
<td>1</td>
<td>407996</td>
<td></td>
</tr>
<tr>
<td>$V_{26}$</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table (2) represents the Chebyshev map method for selecting variables where (25) independent variables that affect the dependent variable (RBC) have been selected, namely Gender, marital status, referrer, housing environment, blood type, rhesian factor (RH), cell size (PVC), creatine blood test (SC), hepatitis virus type (, (blood urea , hypotension BPL)), analysis of righteousness and lactin PH), heart rate (HR), average body size (MCV), average concentration of somatic hemoglobin (MCHC)), platelet count analysis (PLT), lymphocytes (LYM)), cholesterol, absolute lymphocyte count (LYM)), Absolute number of mixed cells (MXD), absolute neutrophils #NEUT, red cell distribution display (RDW–CV), platelet distribution display (PDW).

**Table (3)**

<table>
<thead>
<tr>
<th>Variables</th>
<th>Solution Sinusoidal map</th>
<th>Variables</th>
<th>Solution Sinusoidal map</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>1</td>
<td>V26</td>
<td>1</td>
</tr>
<tr>
<td>V2</td>
<td>0</td>
<td>V27</td>
<td>0</td>
</tr>
<tr>
<td>V3</td>
<td>0</td>
<td>V28</td>
<td>1</td>
</tr>
<tr>
<td>V4</td>
<td>1</td>
<td>V29</td>
<td>0</td>
</tr>
<tr>
<td>V5</td>
<td>0</td>
<td>V30</td>
<td>1</td>
</tr>
<tr>
<td>V6</td>
<td>0</td>
<td>V31</td>
<td>1</td>
</tr>
<tr>
<td>V7</td>
<td>0</td>
<td>V32</td>
<td>0</td>
</tr>
<tr>
<td>V8</td>
<td>0</td>
<td>V33</td>
<td>0</td>
</tr>
<tr>
<td>V9</td>
<td>1</td>
<td>V34</td>
<td>1</td>
</tr>
<tr>
<td>V10</td>
<td>0</td>
<td>V35</td>
<td>0</td>
</tr>
<tr>
<td>V11</td>
<td>0</td>
<td>V36</td>
<td>1</td>
</tr>
<tr>
<td>V12</td>
<td>0</td>
<td>V37</td>
<td>1</td>
</tr>
<tr>
<td>V13</td>
<td>1</td>
<td>V38</td>
<td>0</td>
</tr>
<tr>
<td>V14</td>
<td>1</td>
<td>V39</td>
<td>0</td>
</tr>
<tr>
<td>V15</td>
<td>0</td>
<td>V40</td>
<td>1</td>
</tr>
<tr>
<td>V16</td>
<td>0</td>
<td>V41</td>
<td>1</td>
</tr>
<tr>
<td>V17</td>
<td>0</td>
<td>V42</td>
<td>0</td>
</tr>
<tr>
<td>V18</td>
<td>0</td>
<td>V43</td>
<td>0</td>
</tr>
<tr>
<td>V19</td>
<td>0</td>
<td>V44</td>
<td>1</td>
</tr>
<tr>
<td>V20</td>
<td>1</td>
<td>V45</td>
<td>0</td>
</tr>
<tr>
<td>V21</td>
<td>1</td>
<td>V46</td>
<td>1</td>
</tr>
<tr>
<td>V22</td>
<td>1</td>
<td>V47</td>
<td>1</td>
</tr>
<tr>
<td>V23</td>
<td>1</td>
<td>V48</td>
<td>1</td>
</tr>
<tr>
<td>V24</td>
<td>0</td>
<td>V49</td>
<td>1</td>
</tr>
<tr>
<td>V25</td>
<td>1</td>
<td>MSE=0.24</td>
<td>94499</td>
</tr>
</tbody>
</table>

Table (3) shows the results of the (Sinusoidal) method of selecting variables, where 24 independent variables were selected that affect the RBC dependent variable, namely: Gender, marital status review status, employment sector, employment species, IgM test, (Igg test), troponin, hepatitis virus type( c), (Clow blood pressure BPL), hypertension (BPH), oxygen saturation (SPO2), heart rate (HR), hemoglobin test (HGB), somatic hemoglobin (MCH), lymphocytes (LYM)%), neutrophils (NEUT% ), absolute lymphocyte number (LYM)#), red cell distribution display (RDW-SD)), platelet distribution display PDW , Average platelet size (MPV), large platelet ratio (P-LCP), procalstylene PCT.
Table (4): Variables Selection using maps

<table>
<thead>
<tr>
<th>Method</th>
<th>Variables Selection</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chebyshev map</td>
<td>25</td>
<td>0.2407996</td>
</tr>
<tr>
<td>Sinusoidal map</td>
<td>24</td>
<td>0.2494499</td>
</tr>
</tbody>
</table>

Regression equation according to the variables selected according to the method:

\[
\hat{Y}_{i} = E(Y_{i}) = \bar{\mu}_{i}
\]

\[
= \beta_{0} + 2.548V_{1} - 5.117V_{4} - 2.438V_{5} - 1.355V_{6} \\
+ 2.070V_{7} - 3.477V_{14} + 1.939V_{15} + 2.197V_{17} \\
- 2.108V_{19} + 1.341V_{23} - 1.482V_{24} - 1.519V_{25} \\
- 6.898V_{27} + 1.990V_{30} + 3.056V_{31} - 7.633V_{33} \\
- 2.531V_{35} - 1.521V_{36} + 9.751V_{37} - 1.314V_{39} \\
+ 2.012V_{41} - 2.567V_{42} - 1.099V_{43} + 2.550V_{45} \\
+ 6.047V_{46} \ldots (6)
\]

4. Conclusion
- The results obtained by applying some chaotic maps of the binary firefly algorithm showed Chebyshev map the efficiency of a comparative Sinusoidal map method of selecting variables for the Gamma regression model in table (3)
- In equation (8), we note that each of the independent variables \( V_{1}, V_{7}, V_{15}, V_{17}, V_{19}, V_{23}, V_{25}, V_{27}, V_{30}, V_{31}, V_{37}, V_{41}, V_{43}, V_{45}, V_{46} \) variables have a direct effect on the RBC (response variable).
- we note that each of the independent variables \( V_{4}, V_{5}, V_{6}, V_{14}, V_{19}, V_{24}, V_{25}, V_{27}, V_{33}, V_{35}, V_{36}, V_{39}, V_{42}, V_{43} \) It has the opposite effect on the RBC (response variable).
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