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Abstract: 

      The process of regression analysis is based on a number of basic assumptions, and if one of 

these assumptions is not available, this will lead to obtaining inaccurate results, and the most of 

these assumptions is homoscedasticity, violating this assumption causes a problem of 

heteroscedasticity of the random error variance the, which may come from different variances 

This cause to misleading and inaccurate decisions. 

      Recently Econometric models received attention, especially limited regression models, 

which contain specific response variables and several repeated observations within a certain 

range, including Tobit models and also considered imitations of the Censored Regression Model. 

Problem arise when it appears in the data heteroscedasticity, which makes methods of estimating 

the parameters of the linear regression model giving incorrect and inaccurate results, hence we 

get Biased parameters that do not have minimalist variance, as well as getting an unreliable p-

value. 

      The objective of this research is to study the estimation of the multiple standard (TOBIT) 

model which features that the variable (Y) specific variant. In heteroscedasticity, which both 

likelihood function method weighted and Genetic Algorithm   was used in simulation. 

       To sum up, the results showed, that Genetic algorithm better outcomes than weighted 

likelihood function method therefore, it was used in the practical application. 
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1.Introduction : 

            Studying regression models, structure of their data, and estimating the parameters of 

those models by performing statistical inference are extremely important issues of many 

researchers. Regression analysis is one of the effective statistical methods that describes the 

form of the relationship between dependent variables and independent variables (Hadi and 

Dakhel, 2010). And it is also one of the important topics used in many scientific studies 

(Albayati and Majid, 2018). Also used to analyse experimental problems in the social, economic, 

and life sciences (Ahmed and Abdullah, 2021). One of the most prominent assumptions is the 

non-fulfilment of the condition of homogeneity of random error variance (heteroscedasticity), 

this condition causes one of the most prominent economic measurement problems facing 

researchers when they build a linear regression model for a different condition, and this leads to 

misleading and inaccurate decisions (Abdullah, 2018).  Recently, econometric models getting a 

lot of attention, especially limited regression models, which contain specific response variables 

and have several repeated observations within a certain range, which are also called Tobit 

models and are considered an imitation of censored regression models. regression models) 

(Khauoka, 2010). The Tobit model is widely used in the economic, medical and social fields, 

because most economic studies require its applied in reality for best represent the studied 

phenomenon (Alhason, 2021). The Tobit model is characterized by dependent variable is 

determined. Depending on the normal state, it differs from truncated regression models. The 

model is called a truncated regression model when observations outside a certain range are 

missing (for the dependent variable and the independent variables), while it is called a specific 

regression model when the independent variables are observed over an open range while the 

response variable is observed within Specific range. 

 
1.1 literature review: 

Several studies have addressed the problem of heteroscedasticity in Tobit model, including: 

         Lee et al (1980) developed a two-stage method for simultaneous equations in the estimation 

of the (Tobit and (Probit) models in which the dependent variables are specific and the 

comparison between the results of the two models was through the derivation of the covariance 

matrix and the covariance of the estimators. 

         Greene (1981) studied the accurate description of the bias of the least squares (OLS) 

estimators in the (Tobit) model, and the truncated regression model, where he used the method 

of moments to correct the bias of the (OLS) estimators. 

         Brännäs and Laitila (1988) dealt with the estimation of parameters and the testing of 

individual parameters in (Tobit) models in the presence of the problem of non-conformity of 

variance. Where the statistical properties of the quasi-parametric greatest potential estimators 

were evaluated.  

         Carson (1988) studied the effect of the threshold point of determination on the estimators 

of the greatest possibility, and he concluded that assuming the threshold point of determination 

incorrectly leads to inconsistent estimates of the estimators of the greatest possibility. 

           Blundell and Smith (1989) studied the estimation of the regression models for the 

dependent variables specified for the system of simultaneous equations of the Tobit model as a 

special case in the estimation, where they developed an effective test approximate to the Tobit 

model of the simultaneous  

           Showers and Shotick (1994) used the analysis of the (Tobit) model to analyze the effect 

of family characteristics on the demand for total insurance, as this approach examines the 

marginal change in the demand for insurance, as well as the change in the probability of 

purchasing insurance. 
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Zuehlke (2003) discussed model (TOBIT) the case that the threshold point of 

determination is not zero, and through a simulation study, he proved that the approximate 

distribution of the greatest possible estimator is greatly affected by the estimation of the 

threshold point of determination. 

           Richard and Sun (2007) developed the results of Richard and presented an estimator for 

the threshold point of determination when it is unknown, and they noticed during their study that 

the estimators of the maximum possibility of and depending on the estimator have a degree of 

efficiency for the maximum possibility estimator when the true value of is known. 

            Henningsen (2010) explained how censored regression models including the standard 

Tobit model can be estimated in R programming for the CensReg add-on package 

           Chang (2011) studied computationally simulated two-level dynamic board estimator of 

the Tobit Model developed by (Cragg, 1971) and the probability function was simulated through 

procedures based on an iterative algorithm formulated by Geweke H. Then the simulation 

estimates are applied to study the labor supply for married women. 

           Zhang et al (2017)    developed the system of simultaneous equations of the (Tobit) model 

on the impact of the role of off-farm labor on forest land transfers in China, where the two-stage 

method of specific dependent variables (2SLDV) was used. 

           Odah et al (2017) developed Tobit model to identify the determinants of profit 

distribution among some competing companies in the Iraqi Stock Exchange, and they used a 

data set for these companies between 2005 and 2015 and reviewed their results in analytical 

tables. 

            Muhammad and Abdul Karim (2021) discussed the issue of using some functions in a 

controlled regression model, such as the Tobit model and the Log-BurrXIIEE model, and 

estimating the parameters of the two models. Real data on patients with kidney failure were 

adopted. 

           Abdulkareem and Mohammed (2022) studied paper that included a comparison between 

two new censored regression models extended from some continuous distributions with the 

Burr-XII system. The two models are the Log-BXII Weibull model (LBXIIW) and the Log-

BXII exponential model (LBXIIEE). The comparison results showed that the LBXIIW model is 

better than the LBXIIEE model according to the values of the model selection criteria when 

creatine is a dependent variable in the model. 

       The research problem lies when the data suffers from a heteroscedasticity problem, which 

makes standard Tobit model parameter estimation methods useless in giving correct and 

accurate results, and thus obtaining biased parameters that do not have the property of minimal 

variance, in addition to obtaining an unreliable (p) value. 

        This research aims to use the standard multiple regression model (Tobit) in the presence of 

the problem of heterogeneity to study the variables that affect the increase in the number of 

people with high blood pressure (systolic), using the weighted maximum likelihood function 

method, and the genetic algorithm. A comparison was made between the methods using the 

comparison criterion (mean square error) (MSE). 

  
2.Material and Methods :     

2.1 truncated data: 

    Truncation of data occurs when some data are excluded for each of the dependent variable and 

independent variables (regressors variable), for example when studying income (Ahmed, 2018). 

Given that income is a response variable, low-income people are included and people with 

income are excluded height of the sample. In terms of the effect, the amputation is achieved 

when the sample data is withdrawn from a partial group of the large community of the 

phenomenon (ie the sample has a lack of data) (Cameron and Trivedi, 2005). 
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2.2 Censored Data: 

                 This type occurs when the dependent variable is missing some data or is limited but 

the independent variable is complete. For example, if the income levels of people are all within 

the sample, but the reason is that there are some incomes at a high level, we put a code for them. 

For example, if the income level is specified by a certain amount, then the income that reaches it 

or greater than it is controlled. Censoring and vice versa. Controlled data can be defined as data 

or values that were not seen, or the impossibility of measuring their observations, or not 

recording complete information about viewing during the study period (Lawless, 2011). It can 

also be defined as the process of determining the number of failed units for a specific period of 

time for the experiment or setting a specific time for the experiment and then knowing the 

number of failed units (Arellano-Valle et al, 2012). 

The types of controlled data include:     

 

2.2.1 Type-I Controlled data : 

      It is also called (censorship from the right), and it is when we have a sample of size (n) and 

(o) a predetermined period of time, (c) is the number of observations that were observed during 

the specified period, and the observed value (z) is a random result, and the time is The 

experiment holds, the number of failures seen is a random variable because the failure times on 

the  are right  missing and (c) is a random variable that can only be determined after (o) the time 

is up (Balakrishnan and Kundu, 2013). 

 

2.2.2. Type-II Controlled data: 
    It is also called (control from the left), and it is when the sample size (n) and the number of 

observations that can be observed (c) are fixed and predetermined. Therefore, the time of the 

experiment will be time (t) which is the unspecified random variable. This type of censorship is 

used in time-to-event (or event-time) studies (Balakrishnan and Kundu, 2013). where the main 

difference between type one and type two is the random outcome under controlled data (Rinne, 

2008). 

 

2.3 Model (Tobit): 

     In regression analysis sometimes it is not possible to get data of the response variable (Y) 

exactly or it may be required to take only part of the data, in such case such types of models 

cannot be estimated by least squares method, because the data It cannot represent the community 

completely, i.e. it has been truncated or censored (Mohammed, 2016). To analyse this type of 

data, finite dependent variable or latent variable models have been developed. One of the models 

developed for controlled data is the Tobit model, or controlled natural regression model (Alam et 

al, 2020). The (Tobit) model is a result of a combination between the multiple regression model 

and (Probit) analysis, where the values of the dependent variable (Y*) are not observed for some 

observations, although the values of the independent variables (X's) can be observed for all 

observations. It was proposed by (James Tobin) in (1958), to describe the relationship between 

the dependent variable and the explanatory variables, through his study of household 

expenditures on durable goods using a regression model, taking into account the fact that 

expenditures (as a dependent variable for his model) are a positive value that cannot be negative. 

The (Tobit) model deals with the data of the dependent variable on the basis that it consists of 

two parts, and each part takes a specific distribution function (Mohammed, 2014). Observations 

with zero and negative values take the cumulative distribution function (C.D.F), and 

observations that take quantities greater than zero will take The probability density function 

(P.D.F), and by multiplying the two functions (C.D.F) and (P.D.F), we get the mixed function 

that expresses the (Tobit) model (Tobin, 1958). 
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The general form of (Tobit) model (Aljanabi and Alhamzawi, 2020) is: 

 

  
                             (    )                                            ( )  

 

    {
     

                          
     

                                           
    

                 ( )                                                                   

Where the symbol (Yi) represents the dependent variable, defined for each i=1,2,...,n, and (Yi*) 

represents the response variable (latent variable) generated by a conventional linear regression 

model that is not observed when Yi* < 0. The symbol (Xi) represents the explanatory variables 

defined for each i = 1,2,...,n, the symbol (β) represents the parameters of the model, (Ui) 

represents the random error and represents the set of unobserved variables affecting (Yi*), The 

symbol (λ) represents the restriction point (Simonof et al, 2007). It is also called the Tobit type I 

model or standard, and it is mathematically defined by the following formula (Amemiya, 1984): 

  
                                  

                                              
                                                                                                                 

     {
  

                     
     

                       
    

                                            ( )                                          

   2.4 The problem of heteroscedasticity is the random error variance 

    The term homoscedasticity assumes that prediction errors are similar or have the same 

prevalence, as it consists of two parts (homo meaning the same and scedastic meaning dispersion 

(derived from the Greek word skédasi, meaning dispersion) (Gujarati, 2002). Thus, it is an 

assumption required to justify the use of t and F tests when inferring the coefficients of the linear 

regression model (Altemimi et al, 2014). This assumption is also required to establish 

confidence intervals for coefficients or prediction periods associated with the response variable 

(Shaikhi, 2011), when it is not true Assuming that the error variance is constant, the normal least 

squares estimates tend to have regression coefficients with very high variances (Abd, 2016), 

which leads to misleading results and unreliable p-values. 

An important assumption of the linear regression model is that the error variance (ui), 

conditioned by the chosen values of the explanatory variables, is a constant number equal to σ
2
. 

This is the assumption of homogeneity of variance, i.e. (Hoffmann, 2022). 

           (  )
                                                           ( )           

Where we notice that the conditional variance of the variable (Yi) conditional on the 

variable (Xi), remains the same regardless of the values that the variable (Xi) takes. On the other 

hand, we notice from Figure (4), that the conditional variance of the variable (Yi) increases with 

the increase of the variable (Xi). Here, the differences in (Yi) are not the same. Hence, there is 

heterogeneity, i.e. that: 

         (  )
    

                                           ( )     

There are many reasons why error variances (ui) are heteroscedasticity as follows:  

• The problem of heteroscedasticity can arise as a result of the presence of outliers or values, 

which are  called outlier observations, which are very different observations (whether very small 

or very large) from the rest of the observations in the sample. Inclusion or exclusion of such an 

observation, especially if the sample size is small, can significantly alter the results of the 

regression analysis. 

• Another source of heterogeneity of variance is skewness in the distribution of one or more 

explanatory variables included in the model. An example of this is economic variables such as 

income, wealth, and education, as it is known that the distribution of income and wealth in most 

societies is unequal, with few possessing the largest part of income and wealth (Gajardo, 2009). 
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• Not following error-learning models, as people learn, whereby their errors in behavior become 

smaller over time or the number of errors becomes more consistent. In this case, the error 

variance is expected to decrease. 

• Other sources of variance inhomogeneity: As researcher David Hendry notes, variance 

inequality can arise either because of incorrect transformation of the data (for example, ratio or 

first difference transformations) or because of incorrect shape or form of a function ( For 

example, linear versus logarithmic linear models) (Hendry, 1995). 

2.5 Addressing the problem of heterogeneity in the standard (tobit) model: 

One of the problems that occur in regression models of different types is the problem of 

heteroscedasticity of variance for random errors, and therefore each of them has a variance 

 σi
2
 = Var (  ) and for each (i=1,2,3,…….,n1,n1+1,n1+2,……,n) The presence of this problem 

affects the Tobit regression model by affecting the response variable and the explanatory 

variables in it, and this can be explained as follows (Kadum and Muslm, 2002) 

Rewrite the Tobit regression model as follows: 

       {
    

    
                   

        
                                                   

          ( )                              

    (     )                     
 

  
 

     

So y* will be: 

  √   
   [√      √        √             √      ] [

  

  

 
  

]  √               ( )                

 ̃   ̃ 
    ̃ 

For n1 observations we get the following: 
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Since: 

  
   

[
 
 
 
 √      

 
 
 
 

√  

 
 
 

 
 
 
 

 
 
 
 

 
 
 

√   ]
 
 
 
 

              

[
 
 
 
 
 
 
 

 

√  
     

 
 
 
 

 

√  

 
 
 

 
 
 
 

 
 
 
 

 
 
 
 

√   ]
 
 
 
 
 
 
 

 

    
  [

 

  

 
 

 
 
 

 
 
 

   

]     (   )     
   [

    

   
     

] 

Therefore, for y*> 0 
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)    ((  
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              ( ) 

As for y*≤ 0, the steps are the same 
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                             (  )

 (  
   

  
)       

2.6 Detecting the problem of variance inhomogeneity: 

      Most often, in economic studies, there is only one sample value (Yi) corresponding to a 

given value of the variable (Xi), and there is no way to know σi
2
 from just observing Yi. 

Therefore, in most cases involving econometric investigations, heterogeneity may be a matter of 

hunch, guesswork, or prior empirical experience. There are some tests for detecting 

heterogeneity (Alquraishi, 2007). and most of these tests are based on the residuals of the OLS 

method (Hoffmann, 2022). 

 

2.6.1 Breusch–Pagan–Godfrey Test: 

    It is one of the important tests used to detect the existence of the problem of 

heterogeneity of the error variance, and this test requires the normal distribution of the data 

(Bekhet and Fathalla, 2012). as it was proposed in 1979 by the researchers (Breusch and Pagan), 

and to clarify this test, let us assume we have a regression model The following polylinearity 

(Gujarati and Porter, 2009): 
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Let us suppose that the error variance function σi

2 
is given by the following formula: 

                                                
    (                )                       (  ) 

That is,   2 is a function of (non-random) explanatory variables, and ( ) represents some or all 

of the explanatory variables, and suppose that: 

                                                
                                                (  ) 

So if                    , then    
     means that the variance is constant. Therefore, it 

can be tested whether σi
2
 is homogeneous, through the hypothesis that (                  

 ), and this is the basic idea behind the (BPG) test. The steps to perform the test are as follows: 

1. Estimation of linear regression model parameters and calculation of errors ûi. 

2. Estimation of variance using the Maximum Likelihood method,  ̂  ∑  ̂ 
    .  

3. Construct the defined pi variables as follows: 

    ̂ 
   ̂  

It is simply the square of the remainder divided by  ̂ . 

4. The regression equation (pi over z) is estimated as: 

                                                    (  )  
Where vi is the residual term of the regression equation (13).  

5. The sum of squares shown ess is calculated from equation (13), where: 

          
 

 
                         (  )  

Assuming that ui follows a normal distribution, then with increasing sample size (n), λ follows 

an asymptotic chi-square distribution with a degree of freedom (m-1), that is: 

                 
                        (  ) 

If the calculated value (λ) is greater than the tabular value (x
2
) at the chosen level of 

significance, then we reject the homogeneity-variance hypothesis (Breusch and Pagan, 1979). 

2.7 Weighted Likelihood function method 

The possibility function of the model can be written as follows (Gajardo, 2009). 

                     ( ̃ )  ∏*    (
 ̃ 

  

 
)+  ∏

 

√    
    

 
 ( ̃   ̃ 

  )

          (  ) 

By taking the logarithm of the function: 

       ∑           
  

 
     

   
  

 
      

 

   
∑ ( ̃   ̃ 

  )        (  )       

By partially deriving the vector parameters B and σ
2
, we get the following (Fair, 1977): 

     

  
 ∑

 

    
[
    

  
]      

 ∑ ( ̃   ̃ 
  ) ̃ 

 
  

   

  

 

Based on the observation made in the source by (Amemiya, 1973). the following: 
   

  
    ̃ 

               ( ̃ )  ( ̃     ) 

Equation is as follows: 
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Based on the following note in the source (Amemiya, 1973): 
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The equation is as follows: 

     

   
  

 

   
∑
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                       (  )

  

 

 

To obtain the parameter σ
2
, equation (18) is multiplied by) (β/2σ

2
), and the result is added to 

equation (20), as follows: 

Substituting   ̃       ̃ for what they are equal to, we get the following: 

    
   

              ( ) 

  
                                                              (  ) 

Then the parameter vector β can be found: 

  ( ̃( )
  ̃( ))

   ̃( )
  ̃( )   ( ̃( )

  ̃( ))
   ̃( )

   

  ( ( )
  ( )

   ( ))
   ( ) 

   ( )   ( ( )
     ( ))

    
   

         (  ) 

 ̂   ̂( )     ( ( )
     ( ))

    
                                                     (  ) 

       

It is noted from formula (22) that  ̂( )    represents the estimators of the weighted last 

squares method for the parameter vector β, which depends on all observations related to the first 

group Y>0. Therefore, formula (22) represents the relationship between the estimators of the 

least squares The weighted non-zero observations and the estimators of the Tobit regression 

model parameters when the problem of heteroscedasticity is formed. Therefore, formula (22) 

represents the estimators of the Tobit model. To find these estimators, the following steps must 

be followed (Fair, 1977): 

1. We calculate  ̂( )    based on the non-zero data (first set). 

2. We calculate ( ( )
  ( )

   ( ))
   ( )

    . 

3. Choosing initial estimators for the parameter vector β, let it be βo, and then calculating the 

value of σ
2
 defined by the formula (21). Then get  ( ) which is the root of   ( ).  

4. Finding a vector  ( )using   and  ( ) based on the extraction of   .  

5. Calculating the estimators of the parameter vector β defined by the formula (23) using  ( ), 

 ( ), which is denoted by  ̃( ) and the following equation is calculated: 

 ( )   ( )   ( ̃( )   ( ))                     

6. The directive  ( ) will act as a new initial directive for the purpose of repeating all steps 

except for the first step, as it takes place only once. Through the fourth step, we conclude that 

the Tobit estimator is an iterative estimator that depends on the parameter α, which is suggested 

to be taken (0.4), (Gajardo, 2009).  

2.8 Genetic algorithm (G.A): 

    It is a set of operations to find the best solutions, and the genetic algorithm is considered 

one of the methods of representation and research, where the algorithm is represented as a 

computer simulation using chromosomes. The operation of the genetic algorithm (on Darwin's 

theory) depends on the survival of the fittest, which relies on simulating the work of nature, 

meaning that (organisms that adapt to their external environment in their environment do not 

apply to the principle of extinction, as organisms with strong characteristics survive while 

organisms with weak characteristics die (Saleh, 2015). Genetic mutation that occurs in small 

percentages is also one of the causes that help develop genetic traits transmitted through genes). 

Genetic algorithms contain a chromosome and a group of communities (Alkhafaji, 2021). A 

genetic algorithm starts with a set of solutions represented by chromosomes, called a 

community. Solutions are taken from one community group and used to form a new community 

group, which is driven by the possibility that the new community will be better than the old one. 

Moreover, solutions are selected according to their suitability to form new solutions, i.e. 

offspring.  
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The above process is repeated until some conditions are met. Computationally speaking, 

the basic genetic algorithm has been defined as follows (Malhotra, Singh & Singh, 2011): 

Step 1: (begin) to generate random sets of chromosomes, i.e. appropriate solutions to the 

problem 

Step 2: (fitness) Assess the fitness of each chromosome in the population. 

Step 3: (new community) Create a new community by repeating the following steps until the 

new community is complete. 

a- (Optional) Select two parent chromosomes from a community group according to their 

fitness. Better fit, more chance to choose father or mother. 

b- (crossing over) the possibility of parents crossing over to form new offspring, i.e. children. If 

no cross is made, the offspring is an exact copy of the parents. 

c- (mutation) With the potential for mutation, transform a new offspring at each locus. 

d- (acceptance) of placing new offspring in the new community. 

Step 4: (Replace) Use the newly created community to run more of the algorithm. 

Step 5: (Test) If the final condition is met, stop and return the best solution in the current set. 

Step 6: (loop) Go to step two. 

2.8.1 Steps of the genetic algorithm according to the model used: 

To estimate the parameters of the (Tobit) model, the following steps can be followed (Wadi, 

2017): 

1- Determine the vectors that represent the lower and upper limits of the parameters to be 

estimated according to the genetic algorithm, namely. 

  ̂   ̂       √   ( ̂  ) 

     ̂   ̂       √   ( ̂  ) 

2- Starting the initial set of the genetic algorithm from chromosomes within the minimum and 

maximum parameters randomly, where each chromosome consists of three genes, because the 

number of parameters required to be estimated using this algorithm at this stage is three, and the 

number of chromosomes is equal to the size of the population or the number of members of the 

community. 

3- Calculate the fitness function for each chromosome in the population with formula (3). 

4- Choosing a percentage of the chromosomes that will be expressed as crossover, which is 

chosen according to the fitness function of these chromosomes. 

5- Crossing over the chromosomes that were selected in step 4 

6- Modification of new chromosomes. 

7- Using an elitist strategy to fill in between generations. 

     Repeating steps 1-7 to achieve the closeness criterion, and when the stopping criterion is 

satisfied, we obtain the genetic estimates of the parameters that make the log-likelihood function 

in equation (16) the maximum possible. 

2.9 Simulation : 

     The simulation experiment relied on studying the performance of the estimation methods 

for the normal state of the data (errors are distributed normally with average and variance, 

assuming a case of heterogeneity of variance), and with different combinations of model 

parameters, with different sample sizes, and by repeating the experiment once. 

While real data were taken for a sample of 127 cases of patients with systolic blood pressure 

with a set of explanatory variables, which are believed to affect to some extent the disease, 

represented by (age and weight) in the applied side. 

2.9.1 Generate independent variables: 

Explanatory variables (      ) were generated, which are the same number of real 

variables, according to the standard normal distribution    (   ).  
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2.9.2 Generate random errors: 
     Random errors (U) were generated following a normal distribution with an average of 0 and a 

variance of σ that is determined according to the initial σ value of the original data, then 

assumed less, equal and greater values were taken to identify the most important weaknesses and 

strengths in the estimate. 

2.9.3 Generate the dependent variable: 

Assuming certain values for the feature vector (        ), the dependent variable is 

generated using the generated explanatory variables plus the generated random errors. 

2.9.4 Description simulation experiments 

The following linear regression model was assumed: 

                    

8.41 8.41 8.41 8.41    

0.029 0.01 0.07 0.049    

0.01 0.08 0.05 0.029    

 

2.9.5 Generate data for dependent variable Y* 

1- The sample size (n) was determined: four sample sizes were chosen: (100,200,300,400) and 

the experiment was repeated 500 times. 

2- In order to create a controlled dependent variable that simulates the practical reality, the set 

point will be λ = 12. Accordingly, the new dependent variable will be the following: 

                          

                               

3- Finding the parameter values              according to the mentioned estimation methods. 

4- Calculating the comparison scale between the estimation methods. 

2.9.6 Mean Square Error (MSE)  

Where it represents the sum of squares of the difference between the (real and estimated) value 

of the dependent variable (y) divided by the number of those values. Its form is as follows: 

     
 ∑ ∑ (    

   ̂  ) 
  

   
 
   

   
 

Since: 

R: represents the number of repetitions of the experiment (500).  

 ̂        represent the real value and the estimated value of the dependent variable, respectively. 

n: represents the sample size. 

2.9.7 Simulation model: 

     A multiple linear regression model was used in the simulation experiments that includes 

two independent variables (       ), and it was applied to all the estimation methods in order to 

make a clear comparison about the performance of the estimation methods with changing the 

sample size amounting to 4 sizes and different combinations of the model parameters amounted 

to 12, assuming a case of heterogeneity Errors varied, and the results were presented based on 

the number of observations used within the used estimation method. 

2.9.8 Estimation methods: 

      Data with a state of heterogeneity of random error variance were generated in order to 

study the performance of the estimation methods presented in the research by the following 

methods As in Tables 1-12 : 
1. Genetic Algorithm (GA). 

2. Weighted Maximum Likelihood method (MLW).   
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   Table 1: Mean sum square error values of MSE observations for estimation methods for 

different  

   values of parameters (        ) and for sample size n=100, σ=1 

210  210  210  210  Parameters 

01.0029.041.8 08.01.041.8 05.07.041.8 029.049.041.8 Method 

137033930 138161957 137854435 137719965 GA 

139084383 139128559 139112265 138343372 MLW 

In general, the best method for different values of the marginal slope parameters is the (GA) 

method and then the MLW method (MLW) according to the different values of the marginal 

slope parameters of the study model. 

 

      Table 2  :Mean sum square error values of MSE observations for estimation methods for 

different values of parameters (        ) and for sample size n=200, σ=1 

210  210  210  210  Parameters 

01.0029.041.8 08.01.041.8 05.07.041.8 029.049.041.8 Method 

137030654 138159777 137858900 137700733 GA 

138636939 138525603 138822548 139435326 MLW 

general, the best method for different values of the marginal slope parameters is the (GA) 

method and then the MLW method (MLW) according to the different values of the marginal 

slope parameters of the study model. 

 Table3:Mean sum square error values of MSE observations for estimation methods for different   

values of parameters (        ) and for sample size n=300, σ=1 

210  210  210  210  Parameters 

01.0029.041.8 08.01.041.8 05.07.041.8 029.049.041.8 Method 

137032757 138156569 137862999 137712405 GA 

139118179 138937220 138911053 138914639 MLW 

In general, the best method for different values of the marginal slope parameters is the (GA) 

method and then the MLW method (MLW) according to the different values of the marginal 

slope parameters of the study model. 

 

Table 4:Mean sum square error values of MSE observations for estimation methods for different 

values of parameters (        ) and for sample size n=400, σ=1 

210  210  210  210  
Parameter

s 

01.0029.041.8 08.01.041.8 05.07.041.8 029.049.041.8 Method 

137032899 138153903 137865843 137703602 GA 

138762204 138691085 138806164 138985705 MLW 

In general, the best method for different values of the marginal slope parameters is the (GA) 

method and then the MLW method (MLW) according to the different values of the marginal 

slope parameters of the study model. 

Table 5 :Mean sum square error values of MSE observations for estimation methods for 

different values of parameters (        ) and for sample size n=100, σ=1.26 

210 
 

210 
 

210 
 

210 
 Parameters 

01.0029.041.8
 

08.01.041.8
 

05.07.041.8
 

029.049.041.8
 Method 

03105082 03186601 03047521 03018547 GA 

03274309 03231584 03281841 03085451 MLW 
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In general, the best method for different values of the marginal slope parameters is the (GA) 

method and then the MLW method (MLW) according to the different values of the marginal 

slope parameters of the study model. 

Table 6:Mean sum square error values of MSE observations for estimation methods for different 

values of parameters (        ) and for sample size n=200, σ=1.26 

210  210  210  210  
Parameter

s 

01.0029.041.8 08.01.041.8 05.07.041.8 029.049.041.8 Method 

03106199 03187417 03048263 03018507 GA 

03327398 03273515 03262735 03304437 MLW 

In general, the best method for different values of the marginal slope parameters is the (GA) 

method and then the MLW method (MLW) according to the different values of the marginal 

slope parameters of the study model. 

           Table 7: Mean sum square error values of MSE observations for estimation methods for 

different values of 

           parameters (        ) and for sample size n=300, σ=1.26 

210  210  210  210  Parameters 

01.0029.041.8 08.01.041.8 05.07.041.8 029.049.041.8 Method 

03106504 03187766 03048134 03017230 GA 

03326853 03326618 03311970 03309675 MLW 

In general, the best method for different values of the marginal slope parameters is the (GA) 

method and then the MLW method (MLW) according to the different values of the marginal 

slope parameters of the study model. 

         Table 8: Mean sum square error values of MSE observations for estimation methods for 

different values of 

         parameters (        ) and for sample size n=400, σ=1.26 

210  210  210  210  Parameters 

01.0029.041.8 08.01.041.8 05.07.041.8 029.049.041.8 Method 

03106529 03186824 03049137 03018440 GA 

03285414 03336467 03242854 03292024 MLW 

In general, the best method for different values of the marginal slope parameters is the (GA) 

method and then the MLW method (MLW) according to the different values of the marginal 

slope parameters of the study model. 

         Table 9: Mean sum square error values of MSE observations for estimation methods for 

different values of 

          parameters (        ) and for sample size n=100, σ=2 

210  210  210  210  Parameters 

01.0029.041.8
 

08.01.041.8
 

05.07.041.8 029.049.041.8
 Method 

23827383 23731139 23675563 23617704 GA 

23831932 23791581 23704602 23706885 MLW 

In general, the best method for different values of the marginal slope parameters is the (GA) 

method and then the MLW method (MLW) according to the different values of the marginal 

slope parameters of the study model. 

          

 

 

 

 



 

 

 

 

 
Journal of Economics and Administrative Sciences 

2024; 30(141), pp. 510-528 
P-ISSN 2518-5764 

E-ISSN 2227-703X 
   

  

055  

 

   

 

 

 

Table 10 :Mean sum square error values of MSE observations for estimation methods for 

different values of 

          parameters (        ) and for sample size n=200, σ=2   

210  210  210  210  Parameters 

01.0029.041.8 08.01.041.8 05.07.041.8 029.049.041.8 Method 

23826959 23729461 23673064 23617071 GA 

23806183 23923588 23962954 23727223 MLW 

In general, the best method for different values of the marginal slope parameters is the 

(GA) method and then the MLW method (MLW) according to the different values of the 

marginal slope parameters of the study model. 

         Table11: Mean sum square error values of MSE observations for estimation methods for 

different values of 

          parameters (        ) and for sample size n=300, σ=2    

210  210  210  210  Parameters 

01.0029.041.8 08.01.041.8 05.07.041.8 029.049.041.8 Method 

23826858 23729746 23675698 23616457 GA 

23730701 23800150 23877309 23683950 MLW 

In general, the best method for different values of the marginal slope parameters is the 

(GA) method and then the MLW method (MLW) according to the different values of the 

marginal slope parameters of the study model. 

        Table 12: Mean sum square error values of MSE observations for estimation methods for 

different values of 

         parameters (        ) and for sample size n=400, σ=2 

210  210  210  210  Parameters 

01.0029.041.8 08.01.041.8 05.07.041.8 029.049.041.8 Method 

23827832 23729253 23674953 23617257 GA 

23873136 23900902 23783693 23863230 MLW 

In general, the best method for different values of the marginal slope parameters is the 

(GA) method and then the MLW method (MLW) according to the different values of the 

marginal slope parameters of the study model. 

3. Discussion of Results       

3.1 Description of Data:  

     In order to study the performance of the estimation methods of the (TOBIT) model in 

practice, real data were created that suffer from the problem of heterogeneity of random error 

variance in the health aspect represented by studying the effect of some factors on the incidence 

of high blood pressure (systolic), and the sample included 127. According to studies Medical, it 

is believed that there are many factors affecting to certain degrees in determining the amount of 

high blood pressure (systolic). 

3.2 Analysis of Data: 

With regard to the dependent variable represented by the amount of blood pressure (  ), 

medical sources indicate that the normal rate of blood pressure is (120) or (12), so the number 

(12) was adopted, and on this basis the dependent variable under study is considered a limited 

variable, since: 
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Accordingly, the threshold point of determination is λ = 12, and in line with the 

presented theoretical presentation, the threshold point of determination is considered to be λ = 0, 

and therefore the model will devolve into the following model: 

                        

                              

The in independent variables were coded as follows: 

X1: The weight of the response unit is measured in kilograms. 

X2: the lifetime of the response unit measured in years. 

In order to analyze the model under study, the parameters of the model were estimated and the 

relevant indicators calculated. 

And as a preliminary measure to test the existence of the problem of heterogeneity of 

variance, the independent variables X1 (weight) and X2 (age) were studied, and to detect the 

presence of heterogeneity of variance, the Breusch–Pagan–Godfrey Test was used, which is 

explained in the theoretical aspect (1-11-2). Test results according to the hypotheses below: 

Null hypothesis: that the variance of the error limit for all sample observations is constant, 

meaning that there is no problem of heterogeneity of the random error variance. 

      
     

     
    

       
  

Alternative hypothesis: at least two different variances i.e. a heterogeneity problem exists 

                                        

Since the calculated (chi-square) value of (11.086) is greater than the tabular chi-square 

value, in addition to the value of (p-value = 0.003914), which is less than 0.05, so the alternative 

hypothesis will be accepted, which indicates that there is a statistical significance on The 

existence of the problem of heterogeneity of variance for both explanatory variables and In the 

light of the results of the preliminary analysis of the model, the data can be applied according to 

the computer program prepared by the researcher for the (DE) and (GA) methods, in order to 

study the performance of those methods in estimating the parameters of the standard (TOBIT) 

model. 

 

GA Initial value 

 

Parameters      

8340 0 

0.8003630 
13149 1 

13129 
2 

 

Through the table above, the parameters of the (Tobit) model were estimated in the case of 

heterogeneity of random error variance, using the best estimation methods extracted from the 

experimental side, which were as follows: 

Table 13: The estimated values of the model parameters according to the best estimation 

methods 
 

GA 
Parameters 

8.49 0 

0.1097 1 

0.126 2 
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4 Conclusion: 

In terms of efficiency, the estimations of the algorithm (GA) showed that any of the variables by 

one unit leads to an increase in the probability of disease occurring by the values of the 

parameters. Likewise, we note that the value of the selection parameters according to the (tobit) 

model under study explains 36% of the change in the dependent variable (Y). 64% are explained 

by other variables that were not included in the model. 
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( فً دساسح انمرغٍشاخ انرً ذؤثش عهى صٌادج اعذاد انمصاتٍن تمشض Tobitانمورج ) اسرعمال

 ضغط انذو الانقثاضً توجود مشكهح عذو ذجانس انرثاٌن انخطأ انعشوائً.
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 انثحث: مسرخهص

حىفش أحذ هزِ الافخشاضاث سٍؤدي رنك حعخًذ عًهٍت ححهٍم الاَحذاس عهى عذد يٍ الافخشاضاث الأساسٍت، وفً حانت عذو       

إنى انحصىل عهى َخائح غٍش دلٍمت، وأكثش هزِ الافخشاضاث هً حداَس حباٌٍ انخطأ انعشىائً، حٍث اٌ خشق هزا انفشض 

ٌسبب يشكهت عى حداَس حباٌٍ انخطأ انعشىائً، وانخً لذ حأحً يٍ حباٌُاث يخخهفت فً انًدخًع حٍث اٌ انفشوق حؤدي إنى احخار 

ساث يضههت وغٍش دلٍمت3  حظٍج ًَارج الالخصاد انمٍاسً يؤخشا بالاهخًاو، وخاصت ًَارج الاَحذاس انًحذود، وانخً لشا

وحعخبش أٌضا  (Tobit) ححخىي عهى يخغٍشاث اسخدابت يحذدة وعذة يشاهذاث يخكشسة ضًٍ َطاق يعٍٍ، بًا فً رنك ًَارج

كهت عُذيا حظهش فً انبٍاَاث يشكهت عى حداَس حباٌٍ انخطأ انعشىائً، يًا حمهٍذا نًُىرج الاَحذاس انخاضع نهشلابت3 حُشأ انًش

ٌدعم طشق حمذٌش يعهًاث ًَىرج الاَحذاس انخطً حعطً َخائح غٍش صحٍحت وغٍش دلٍمت، وبانخانً َحصم عهى يعهًاث 

 دساست حمذٌش اًَىرج غٍش يىثىلت3 ٌهذف هزا انبحث إنى (p) يخحٍضة لا ححخىي عهى الم حباٌٍ، وكزنك انحصىل عهى لًٍت

(TOBIT) انمٍاسً انًخعذد انزي ٌخًٍض بكىٌ انًخغٍش (Y)  يحذد فً ظم يشكهت عذو انخداَس، حى اسخخذاو كم يٍ طشٌمت

الاحخًانٍت انًىصوَت وانخىاسصيٍت اندٍٍُت فً انًحاكاة3 خلاصت انمىل، أظهشث انُخائح أٌ انخىاسصيٍت اندٍٍُت أفضم َخائح يٍ 

 .خًال انًىصوَت، نزنك حى اسخخذايها فً انخطبٍك انعًهًطشٌمت دانت الاح

 بحث يسخم 3 :نوع انثحث

 فً انخداَس عذو يشكهت يعاندت انعشىائً، انخطأ حباٌٍ حداَس عذو يشكهت ،(TOBIT)اًَىرج  انمصطهحاخ انشئٍسح نهثحث:

 3 (G.A) اندٍٍُت انخىاسصيٍت الإيكاٌ الأعظى انًىصوَت، دانت طشٌمت انمٍاسً،( Tobit) ) انًُىرج
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