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Abstract: 

In some time series, especially financial time series, the high/low frequency sometimes 

occurs in short time scale, or for a specific period, the phenomena happen such that not observed 

in the rest of the time series; in the situation, decomposition of the time series into constitutive 

series can be very useful ,because  the wavelet transform has the ability to transform the time 

series into low-and-high-frequency information, which allows detecting trends, breakdown 

points, and discontinuities in the data that may it is lost when other analysis methods are used. to 

cope with non-stationary time series forecasting and with the aim  of  improving the forecasting 

accuracy of the volatility pattern in exchange rates , we use the wavelet transform with 

hybridization methodology to build a hybrid model combining Maximal Overlap Discrete 

Wavelet Transform (MODWT), Autoregressive Integrated Moving Average (ARIMA), GJR- 

GARCH model and Radial Basis Function Neural Network(RBFNN) model, so that it is  

capable of capturing the volatility in financial time series, by applying it to the Chinese Yuan 

exchange rate for the period ( 2015/1/5 to 2022/11/11)  , where the wavelet transform technique 

provides a useful feature based on data analysis, which improves the performance of the model.  

The time series of exchange rates were analyzed into their (approximation and detailed) 

coefficients at three levels using the Maximal Overlap Discrete Wavelet Transform (MODWT). 

The experimental results of this research demonstrate that the proposed model has a higher 

prediction accuracy than the single models (SVR and RBFNN) and other hybrid models 

(MODWT-ARIMA-GJR-GARCH-SVR and ARIMA-GJR-GARCH). 
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1. Introduction: 

Many statistical studies, especially those related to the economic side, suffer from rapid 

fluctuations in data that make the prediction process complex, as a high frequencies are dealt 

with using Fourier transform and thus we lose the ability to deal with low fluctuations, despite 

the use of these transformations and the use of many models that deal with fluctuations, 

including ARCH models, but they are not perfect because we lose several properties in the series 

that may be a door to improve forecasting. 

Forecasting is extremely important for researchers who are active in the areas of analysis 

and forecasting of financial time series (Gherman et al, 2012), and since the aim of the study is 

to predict exchange rates, therefore it must be mentioned that accurate prediction of exchange 

rates is a great challenge, as People can't understand what's going correctly after a few moments, 

which it makes predicting what will happen in the future a problem in many areas, especially in 

the financial markets (Ghaeini et al, 2018). 

Since financial and economic time series exhibit time-varying frequencies, wavelets 

may be a good approach for analyzing time series (Gherman et al, 2012), the wavelet transform 

has gained great importance in many fields such as engineering, physics, and signal processing, 

as it allows the extraction of important hidden information and important temporal features of 

the original time series (Chandar et al, 2016). 

Wavelet transform is used to provide robustness to forecasting models. using wavelet 

transform, The time series is decompose into different components (approximate and detailed) 

and wavelet components that are obtained are very useful for improving the forecasting ability 

of the model by obtaining useful information at different levels, which leads to forecasting 

models by dealing with fluctuations High and low, which makes the noise to which the series is 

exposed to as little as possible. After that prediction is made using an appropriate model for each 

sub-series based on their feature. Instead of applying time series models, both linear and non-

linear and artificial intelligence models directly to the input data, they are applied individually to 

the sub-series resulting from the analysis (Kumar et al, 2017). 

Due to the volatility in exchange rates, Linear time series models are incapable of 

capturing the fluctuations in prices, which makes them insufficient to predict future exchange 

rates. While nonlinear time series models are good at capturing fluctuations in price series, They 

are extremely complex, necessitating a hybrid model is used that combines both linear and non-

linear time series models and artificial intelligence models to predict the Chinese Yuan exchange 

rates. Because of the importance of forecasting, many models have been used with wavelet 

transform starting with the use of wavelet transform with ARIMA models, after using the 

wavelet transform with linear models, it was used with hybrid models that are based on both 

linear and non-linear models, since time series consists of both linear and non-linear components 

at the same time, the model (ARIMA-GJR-GARCH) has been applied to time series is nonlinear 

and non-stationary, and has time-varying variance. The wavelet transform was also used with 

artificial intelligence (AI) and machine learning algorithms to deal with financial data.   

In this paper we aims to improve prediction accuracy by proposing a hybrid prediction 

model based on wavelet transform of type MODWT. First, the wavelet transformation was used 

to decompose the price series into detailed and approximation series, then both ARIMA-(GJR-

GARCH) and RBFNN models were used to predict the approximate and detailed series, 

respectively. Finally, to verify whether the proposed model is effective for predicting exchange 

rate, the proposed model is compared with the classical model. 
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1.1 Literature Review: 

In the resent years there are number of researchers tries to improve prediction accuracy 

by used many techniques  Ye (2017) studied to propose a hybrid forecasting method that applies 

the hybrid model (ARIMA-SVR) with Discrete Wavelet Transform in order to improve 

predictions in the closing price series. Compared with single models (ARIMA, SVR) the results 

of the study showed that the proposed model is an effective method for prediction, which greatly 

improves the prediction accuracy. Ghaeini et al (2018) studied to proposed a hybrid model 

consisting of wavelet transform, ARMA-GARCH, and Artificial Neural Network (ANN), It was 

applied to a daily price series of 15 stocks from the New York Stock Exchange. For the period 

(24/6/2015 to 10/11/2017).the study's findings showed the superiority of proposed model 

through comparison with the following models (ANN,ARIMA-ANN,ARIMA-GARCH) based 

on the comparison criteria. Ahasan et al (2019) aimed to enhance forecasting performance in 

global climate data series, based on wavelet transform with GARCH (1, 1) model. The results of 

the study were shown by comparing the proposed model with GARCH model and applying on 

Multivariable ENSO Index (MEI) from January 1950 to February 2018, that the proposed model 

gives better forecasts accuracy than GARCH based on the comparison criteria. KU and Kovoor 

(2020) proposed model for forecasting wind speed through combining the wavelet transform 

features of type DWT and the hybrid model (LSTM-SVR), wind speed data was obtained from 

India's National Energy Institute for the period (01-10-2013) to (30-09-2017). The proposed 

model was compared to each of the models (LSTM, ARIMA), it was found that the proposed 

wavelet-based hybrid model gives better forecast accuracy. Zeng and Khushi (2020) proposed a 

model that combine both wavelet transform of type DWT, Attention-based Recurrent Neural 

Network (ARNN) and ARIMA model. Applied to exchange rates USD/JPY for the period (01-

01-2019) to (31-12-2019), the results of the study proved, through comparison with many 

models (SVR, LSTM, ARNN, ARNN-ARIMA), that the proposed model gave better 

performance. Pourghorb and Mamipour (2020) provided an approach for modeling and 

forecasting the electricity prices based on complex features. The proposed method (Wavelet-

ARIMA-GARCH) was applied to the average daily data of electricity prices in Iran for period 

(Spring 2013 to Winter 2018), The study's proved demonstrated that the hybrid model based on 

wavelet transform of type DWT   had better performance than the classical hybrid model   

(ARMA-GARCH) also the suggested model can better and more precisely capture the complex 

features of electricity prices. Fan et al (2021) studied proposed a hybrid model for predicting air 

quality based on DWT (Wavelet –LSTM-ARMA).Data on air quality from six Environmental 

Protection Bureau environmental monitoring stations in Tangshan city were collected for the 

period (1 May 2018 to 1 August 2019) is used in this study .the results of the study proved that 

the proposed model through comparison with many models (ARMA, LSTM, W-LSTM) is the 

most suitable for predicting air quality. Mohammed and Ahmed (2023) studied compare 

between ARIMA model and wavelet-ARIMA model. The results of the study were shown by 

comparing the models and applying on wind speed (m/s) data sets are acquired from the 

Sulaimani meteorological directorate for the period (January 2016-December 2020), that the 

Wavelet-ARIMA gives better forecasts accuracy than ARIMA based on the comparison criteria. 

The research problem it is that financial time series suffer from rapid fluctuations that make the 

forecasting process complicated, and despite the use of many transformations and models that 

deal with fluctuations including among the transformations and models that deal with 

fluctuations, including the Fourier transform, which deals with high frequencies and thus losing 

the ability to deal with low frequencies, which leads to a loss several properties of time series. 

Therefore, the objective is to improve prediction accuracy by proposing a hybrid prediction 

model based on wavelet transform of type MODWT.  
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2. Material and Methods: 

2.1 Data : 

This section uses the Chinese Yuan's 2050 daily exchange rate. These data cover the 

period from November 11, 2022, to January 5, 2015.Every observation was obtained from the 

Central Bank of Iraq. The data are divided into training and testing categories based on the 

observations, with the training data spanning from 2015/01/5 to 2022/06/28) and the testing data 

spanning from 2022/06/31 to 2022/11/11. 

 

2.2 Wavelet Transform: 

In order to overcome the shortcomings of the short-time Fourier transform (STFT), 

What is known as “Wavelet Transform” has been developed, which has become one of the most 

important and powerful tools for signal representation (Zhiping, 2009).the wavelet 

transformation is based on the use of a variable width window instead of a fixed width window 

along the signal, meaning that the division of the frequency window into time is variable, and 

the figure1 shown wavelet transform. Although The wavelet transform converts a signal from 

the time domain to the time- scale domain, but because this process also decomposes the original 

signal into several other signals with varying levels of resolution, this process is referred to as 

"signal decomposition" ( Vaičiūnaitė,  2021).thus ,the wavelet transform can be defined as “It is 

a pre-processing function that allows the wavelet filter to move across the time series data before 

decomposing the main series into subseries with a local time and frequency domain in order to 

discover the property of the time series” (Signal)(Al Rababa'A, 2017(.  

 

 
Figure 1: Wavelet Transform (Misiti et al, 2022) 

There are three types of wavelet transforms: continuous wavelet transforms (CWT), 

discrete wavelet transforms (DWT) and maximum overlapping wavelet transform (MODWT). 

The primary distinction between MODWT and DWT is that the former can be applied to any 

size of data, whereas the latter can only be applied to a limited number of data (the number of 

observations must be two powers of J) (Alshammari et al, 2020). Additionally, unlike the DWT, 

the MODWT is not orthogonal; as a result, it is thought to be extremely redundant given the 

intuitive knowledge it offers about the signal (Anjoy and Paul, 2017). We will utilize MODWT 

in this paper due to its increased flexibility and modernity (Alshammari et al, 2020). A 

mathematical model called wavelet analysis enables the input price series to be divided into 

multiple frequency bands (Chandar et al, 2016). The time series is decomposed into two 

components: the mother wavelet (wavelet functions) represents high frequencies and is also 

referred to as detailed coefficients; this component eliminates any trends in the series but, more 

crucially, is sensitive to jumps and spikes in data (Alshammari et al, 2020). The father wavelet 

(scaling function) represents the low frequency and is also known as the approximate part or the 

smooth coefficients. It is a smoother approximation of the original series and keep track of many 

features of the data set, including trends. According to the definition given above, the mother 

wavelets “play a role similar to sines and cosines in the Fourier decomposition. They are either 

compressed or dilated in time domain to generate cycles fitting to the actual data” (Kumar et al, 

2011). In the J-level wavelet decomposition, the mother wavelet and father wavelet, 

respectively, are as follows: As of (Dghais,2016):  
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A J-level wavelets decomposition is obtained with           where J is the number 

of multiresolution levels or (scale), k represent ranges from 1 to the number of coefficients in the 

specified components. As mentioned above, the wavelets above satisfy (Alshammari et al, 

2020):- 

 

 ∫ (    )      

 ∫ (    )      

Wavelet coefficients are used to compute the decomposition, and this process is represented by 

the general mathematical model that follows (Kumar et al, 2011; Alshammari et al, 2020): 

 (    )  ∫ (    ) ( )  ,      (    )  ∫ (    )  ( )   

 

Whereas;   (    )   (    )  they represents wavelet transform coefficients. 

And In more details (Kumar and Joshi, 2011): 
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Thus, the multi-resolution analysis of the original series  ( ) is acquired by combining both 

approximation series    and the detailed series   , as follows in eq(4): 

 

 ( )  ∑         
 
                    (4)  

 

The reason for using MODWT in our research is that DWT suffers from drawbacks, such as: 

 

 The sample size must be base 2, i.e. requires a series with a dyadic length     . (Masset, 

2008; Anjoy et al, 2017) 

 DWT is not shift invariant, i.e. If the series is shifted one period to the right, the 

multiresolution coefficients will be different.( Masset, 2008) 

 

Numerous wavelet types, including Haar, Daubechies, Morlet, and Mexican Hat, can be used to 

forecast financial time series; however, in this study, we will employ the Haar wavelet function 

(Chandar et al, 2016), since we know that the decomposition levels equal 3. 
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2.3 Autoregressive Integrated Moving Average Model (ARIMA): 

Time series modeling is necessary for time series forecasting; Box and Jenkins proposed 

the following random time series models: AR, MA, ARMA, and ARIMA (Lv and Yue, 2011). 

We use the ARMA model for stationary time series; however, if the ARMA model is applied to 

non-stationary series, the time series must be transformed into a stationary series by taking its 

differences (Lv and Yue (2011); ALhameed, 2020). The representation of the ARMA(p,q) 

model is as follows in eq(5) (Alsommari et al, 2020): 

 

  ( )     ( )                     (5) 

 

Here,    denotes the time series observation at time t, B denotes the back shift operator, and     

random error      (    ) (Alshammari et al, 2020). According to (Lv and Yue 2011), the 

ARIMA (p,d,q) model is represented as follows in eq(6): 

 

  ( )       ( )                             (6) 

 

where d is the number of times a series needs to be differenced in order to induce stationarity 

(Okasha and Yaseen, 2016), q is the term of moving average, and p is the autoregressive term 

(Hongguang, 2016). All other values are non-negative integers. 

 

 

2.4 GJR-GARCH Models:- 

One of the volatility models suggested to address asymmetric effects is the asymmetric GARCH 

model, which Glosten, Jagannathan, and Runkle introduced in 1993 (Kumar et al, 2017). One 

benefit of the GJR-GARCH model is its ability to quantify volatility resulting from the various 

impacts of both positive and negative news (Hidayana et al, 2021). The GJR model illustrates 

the asymmetry in volatility in response to positive and negative shocks, much like the EGARCH 

model does (Rashedi et al, 2020). Parts of the GJR-GARCH model reflect asymmetrical 

properties, which sets it apart from the GARCH model. I intended By incorporating the 

indicator, the model effectively captures the asymmetrical nature of a time series (Andersson 

and Haglund, 2014), GJR-GARCH (p,q) model can be expressed as follows in eq(7) (Uddin et 

al, 2021):- 

     
     ∑     

   
 
    ∑       

 
    ∑          

   
   

 
      ( )                                   

                         

 

Where    represents the ARCH parameter,    the GARCH leverage effect parameter, and    the 

leverage effect parameter,       
 : is an indicator function that takes 1 when         and takes 

zero otherwise. 

 

     
 {

                         
                             

                                                (8)  

 

Negative error does not operate if parameter        suggesting that the impact of bad news will 

outweigh the impact of good news (Hidayana et al, 2021). According to (Nooruldeen et al, 

2022), the GJR-GARCH process is stationary if and only if 
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2.5   Radial Basis Function Neural Network (RBFNN): 

The machine learning community has shown a great deal of interest in RBF networks 

because of their excellent performance and attractive theoretical properties (Que and Belkin, 

2016). RBF neural network techniques have drawn a lot of attention and have been suggested as 

potent computational tools for resolving the forecasting problem (Chang, 2013). RBF neural 

networks first appeared as a type of artificial neural network in the late 1980s, created by Moody 

and Darken (Zainudin et al, 2015). Numerous scientific and engineering domains have made 

extensive use of RBFN networks (Yue and He, 2007). Because it uses the radial basis activation 

function, the network is known as RBFNN (Pandey et al, 2020). For pattern classification and 

regression, RBFNN modeling combines supervised and unsupervised learning (Amerian and 

Schwenker, 2020). Due to its varied performances, this network has developed into one of the 

most popular network types and is now among the most competitive networks for multilayer 

perceptron (MLP) networks (Yu et al, 2008). Although the architecture of RBFNN and MLP are 

similar, there are some differences (Vaičiūnaitė, 2021). 

 RBFNN can’t have more than one hidden layer, is often easier to be trained than MLP. As a 

result, RBFNN is an alternative to the more widely used MLP network and is less computer time 

consuming for network training (Zainudin et al, 2015). 

 The hidden nodes uses radial basis functions (RBF) as the identity activation functions. 

 

According to Figure 2 (Zainudin et al, 2015), the fundamental structure of an RBFNN is 

a three-layer network with an input layer, a hidden layer, and an output layer. Each hidden unit 

performs a radial activation function, and each output unit performs a weighted sum of the 

outputs of hidden units (Yue and He, 2007) (Amirian and Schwenker, 2020). The input layer 

only distributes input to the hidden layer; it has no weights. Any of the many unsupervised 

learning methods can be used to train it (Zainudin et al, 2015). A non-linear link connects the 

input space and the larger space, forming the second layer (Sharifi and Abyaneh, 2014). Each 

node in the hidden layer determines the Euclidean distance to the input (Pandey et al, 2022) and 

a radial basis function modifies the result (Kia, 2012).Typically, an activation function of the 

(Gaussian) type is a radial basis function (Chen et al, 2016). Ultimately, the output layer 

multiplies the outputs of the hidden layer by weights (Pandey et al, 2020). In other words, all of 

the inputs from the hidden layer are gathered in the output node to generate the final output of 

the RBFNN (Yu et al, 2008; Kia, 2012):- 

 

   ( )   ∑   
 
    (   )                               (9) 

 

where N is the number of nodes in the RBFN's hidden layers,    is the bias,    is the weight 

parameter, and  (   ) is the RBF used as an activation function. As you can see, in this study, 

we used the Gaussian function as the RBF approach:    

 

 (   )   

 
  

 
  ⁄

                                                   (10) 

 

According to (Yue and He (2007) the width of the radial basis function is represented by σ, and 

the distance between vector X and the hidden layer node's center is represented by    (Kia, 

2012). The Euclidean average method is commonly used to compute distance in the following 

manner: 

    √∑ (  
 
     )                                                   (11) 
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Where, the input vector is x.  

For the nodes in the hidden layer, C is the cluster center.   

 

 

 
                     Figure 2: Structure of the Radial Basis Function Network     

 

 2.6   Accuracy criteria : 

The accuracy of forecasts is evaluated using a variety of accuracy criteria. The best forecasting 

model is chosen using the Mean Square Error (MSE) as the selection criterion. This is because 

the majority of research has shown that the model that is chosen need not be the model that 

produces the best forecasts. It would be thought that the model with the smaller value is superior 

and more suitable. (Edward, 2011; Pahlavani and Roshan ;  2015;Kazem, 2016 ). 

 

1- Mean Square Error (MSE) : 

The average of the squared difference between the actual and forecast values is what this 

accuracy metric measures. 

 

    
 

 
∑ (  

 
     ̂ )                                                (12) 

 

Where    t=1, 2,…,n      

      Represents actual value.    ̂      Represents forecast value. 

2.7 Research Design and Methodology : 

With increasing forecast accuracy being the main focus of the research, a hybrid ARMA-

GARCH-RBFNN model based on MODWT was developed to increase forecast accuracy for 

exchange rates. The following are the suggested hybrid method's primary steps: 

 

 Step 1: we adopt Maximal Overlap DWT  to decomposed exchange rate series into 

approximation components)background series) and detailed components(details series)(Wang 

and Jing, 2003), taking into account the type of wavelet used and the number of decomposition 

levels, Haar wavelet transform is the type of wavelet used in this paper. and the level of 

decomposition is 3 according to  INT       ( )  where N represents number of time series 

observation ,   INT:   represents integer number     ( ) : is common logarithm (Sehgal et al, 

2014) 

 Step 2:  By wavelet reconstruction, the transformed version of the original series is obtained, 

the approximate and detailed series respectively   ,   ,   ,   are called    ,   ,   ,    ,and 

thus the relation among the approximate and detail signals is expresses as follows :(Lv and Yue, 

2011;Pourghorban and Mamipour, 2020). 
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 The decomposed components can mine the potential information in the data more precisely and  

effectively than the original signal could (Vaghasia, 2018). 

 Step 3: an appropriate model is chosen to predict the sub-series obtained based on their 

features. The approximate series     that represents the price trend is predicted using the hybrid 

(ARIMA -GJR-GARCH) model, while the detailed series   ,   ,    that contain information 

related to the noise content of the original signal are predicted using a machine learning method , 

here we use RBFNN. 

 Step 4: by combining both detailed and approximate series predicted the final predicted price 

is obtained.  

 Step 5: the proposed hybrid model based on MODWT is compared to single models  such as 

SVR which is currently widely used in time series and classical hybrid models to see if the 

proposed model is capable of improving prediction accuracy. 

 

3. Discussion of Results : 

since the goal of the research is to improve prediction accuracy, therefore, in this article, first 

work will be carried out in many stages: in the first stage, the price series is decompose using 

the Haar function into approximate series whose pattern is similar to the original series and three 

detailed series as shown in figure3. 

  
             Figure 3: Decomposing the data using MODWT based on Haar function 

 

In the second stage is applied the hybrid model (ARIMA-GJR-GARCH) to the 

approximate series; after applying several ARIMA models, they are compared to choose the 

appropriate ARIMA(1,1,3) model that gave the lowest values for the comparison criteria, then 

the GJR-GARCH model with different orders is applied to the residuals of the ARIMA(1,1,3) 

model, the fitted GJR-GARCH model should be selected in table 1. 
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                          Table 1: Selecting the fitted GJR-GARCH model 

Models                          AIC                         SIC 

GJR-

GARCH(1,1) 
    -12.44357      -12.42160 

GJR-

GARCH(1,2) 
-12.46860    -12.44388 

GJR-

GARCH(2,1) 
-12.51797 -12.49051 

GJR-

GARCH(2,2) 
-12.56790  -12.53768 

 

 

Then the above table will show that GJR-GARCH (2,2) is the fit model since it has lass 

AIC and BIC, and the Table 2 shows parameters of ARIMA(1,1,3)-GJR-GARCH (2,2) that was 

chosen as the best final model to represent the approximate series (A3). 

 

                  Table 2: shows parameters of ARIMA(1,1,3)-GJR-GARCH (2,2) 

Dependent Variable: DPRICE   

Method: ML ARCH - Normal distribution  

Date: 10/24/23   Time: 20:49  

Sample (adjusted): 1/07/2015 11/11/2022  

Included observations: 2048 after adjustments 

Convergence achieved after 41 iterations 

MA Backcast: 1/02/2015 1/06/2015  

Presample variance: backcast (parameter = 0.7) 

GARCH = C(5) + C(6)*RESID(-1)^2 + C(7)*RESID(-1)^2*(RESID(-1)<0) 

+ C(8)*RESID(-2)^2 + C(9)*RESID(-2)^2*(RESID(-2)<0) + C(10) 

*GARCH(-1) + C(11)*GARCH(-2)  

     
     

Variable Coefficient Std. Error z-Statistic Prob. 

     
     

AR(1) 0.948168 0.006542 144.9398 0.0000 

MA(1) 0.993678 0.004969 199.9737 0.0000 

MA(2) 0.907837 0.010283 88.28580 0.0000 

MA(3) 0.910024 0.008031 113.3169 0.0000 

     
     
 Variance Equation   

     
     

C 1.85E-08 1.16E-09 15.95020 0.0000 

RESID(-1)^2 0.112584 0.017612 6.392293 0.0000 

RESID(-1)^2*(RESID(1)<0) -0.062623 0.024620 -2.543523 0.0110 

RESID(-2)^2 0.277141 0.027403 10.11357 0.0000 

RESID(-2)^2*(RESID(2)<0) 0.123580 0.029704 4.160384 0.0000 

GARCH(-1) -0.053960 0.010193 -5.294003 0.0000 

GARCH(-2) 0.621435 0.014879 41.76647 0.0000 

          
R-squared 0.990609 Mean dependent var 0.000128 

Adjusted R-squared 0.990595 S.D. dependent var 0.008070 

S.E. of regression 0.000783 Akaike info criterion -12.56790 

Sum squared resid 0.001252 Schwarz criterion -12.53768 
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Log likelihood 12880.52 Hannan-Quinn criter. -12.55682 

Durbin-Watson stat 1.628425    

     
     

Inverted AR Roots .95   

Inverted MA Roots .00-.95i .00+.95i -1.00 

          
 

The next step is to predict of 10% of the observations.in contrast, RBFNN model is 

applied to all detailed series (D1,D2, D3), it is also predicted for 10% of observations. And then 

we will combine predictions for every series to get the hybrid model. By contrasting the single 

model RBFNN with the suggested model based on MODWT and other hybrid model ARIMA-

GJR-GARCH to verify whether the proposed model is able to improve the prediction accuracy 

and compare proposed model with other models (single and hybrid) based on several prediction 

algorithms (SVR, MODWT-ARIMA-GJR-GARCH-SVR) to ensure if the prediction framework 

is valid (Wang et al, 2019) , the experimental results in table (3) show  that the proposed model 

is more suitable for price series forecasting compared to other models. And Figure 3 shows the 

prediction results for the hybrid model compared with the actual series and single model. 

 

 

                                       Table 3: Comparison criteria related to proposed models. 

 

Models  Index 

MSE 

SVR 0.001323 

MODWT-ARIMA-GJR-

GARCH-SVR 
0.000732 

RBFNN 0.002379 

MODWT-ARIMA-GJR-

GARCH- RBFNN 
0.000636 

ARIMA-GJR-GARCH 0.0006828 

 

 
Figure 3: Prediction results       
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4. Conclusion: 

In this study, we suggested a hybrid model based on MODWT. That is used to 

deconstruct the original time series into both (approximation and detailed) coefficients. The 

proposed model is used to model the (linear and nonlinear) components of the price series. 

Experimental results shown the ability of MODWT to analyze, highlight and predict important 

events, as it was proven that the hybrid model that uses MODWT outperforms traditional 

methods in modeling and forecasting financial data compared to other proposed models. 
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 البحث: مسخخلص

في بؼض اىسلاسو اىضٍْيت ، ٗخاصتً اىَاىيت تضذث اىتنشاساث اىَْخفضت ٗاىَشتفؼت في ّغاق صٍْي قصيش أٗ ىفتشة 

تزضئت اىسيسيت اىضٍْيت ٍضذدة ، تضذث اىظ٘إش بضيج لا يَنِ ٍشإذتٖا في بقيت اىسيسيت اىضٍْيت، في ٕزٓ اىضاىت يَنِ اُ ينُ٘ 

 اىسيسيت اىضٍْيت اىٚ ٍؼيٍ٘اث ٍْخفضت ٗػاىيت اىتشدد ٍَا يسَش باىنشف ػِ الاتزإاث ٗ اىٚ سلاسو تأسيسيت ٍفيذ رذاً، ٗرىل

الاّٖياس ٗالاّقغاػاث في اىبياّاث اىَتي قذ تُفقذ ػْذ استخذاً عشق اىتضييو  ىَا يتَتغ بٔ اىتض٘يو اىَ٘يزي ٍِ اٍناّيت تزضئت

خشٙ  ىيتؼاٍو ٍغ اىتْبااث  باىسلاسو اىضٍْيت ييش اىَستقشة ٗبٖذ  تضسيِ دقت اىتْبا بَْظ اىتقيباث في أسؼاس اىصش ، الا

( َّٗ٘رد ARMA) َّٗ٘رد   (GJR-GARCHّستخذً تض٘يو اىَ٘يزاث ٍغ ٍْٖزيت اىتٖزيِ ىبْاء َّ٘رد ٕزيِ يذٍذ بيِ 

بضيج ينُ٘   اىضٍْيت اىَاىيت، ٍِ خلاه يو اىَ٘يزي الاقصٚ اىَتذاخواىتض٘ (MODWTالاّضذاس اىزاتي ٗاىَت٘سظ اىَتضشك )

َّٗ٘رد اىشبنت اىؼصبيت راث الاساط اىشؼاػي )ٍِ خلاه تغبيقٖا ػيٚ   RBFNN)قادساً ػيٚ اىتقاط اىتقيباث في اىسلاسو

َّ٘رد  َا يضسِ ٍِ اداءسؼش صش  اىي٘اُ اىصيْي، ت٘فش تقْيت تض٘يو اىَ٘يزاث ٍيضة ٍفيذة تؼتَذ ػيٚ تضييو اىبياّاث ٍ

اىتْبا  تٌ تضييو سيسيت  اسؼاس اىصش  إىٚ ٍؼاٍلاتٖا )اىتقشيبيت ٗاىتفصيييت( اىٚ حلاحت ٍست٘ياث بإستخذاً اىتض٘يو اىَ٘يزي 

َُ اىَْ٘رد اىَقتشس يتَتغ بذقت تْبايت أػيٚ ٍِ اىَْ٘رد اىَْفشد ٗاىَْارد  ٍِ  أظٖشث اىْتائذ اىتزشيبيت ىٖزٓ اىذساست أ

(MODWT  ) ٙاىْ٘ع اىٖزيْت الاخش 

 

 .ٗسقت بضخيت :ووع البحث

اىتض٘يو اىَ٘يزي الاقصٚ اىَتذاخو ، اىشبنت اىؼصبيت راث داىت الاساط اىشؼاػي، َّ٘رد  :المصطلحاث الشئٍست للبحث

 GJR- GARCHالاّضذاس اىزاتي ٗاىَت٘سظ اىَتضشك، َّ٘رد 
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