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Abstract: 

Noise, including Gaussian noise, distorts images during transition or acquisition process, 

reducing required information. Removing or reducing this noise is crucial in image processing. 

The James Webb Space Telescope (JWST) is a vital tool for enhancing our understanding of the 

universe, providing valuable scientific data and inspiring global interest. In this paper we 

introduce several nonlinear (Non-Local Mean, Bilateral, and classical) filters to remove the 

Gaussian noise from the Carina Nebula Image, the first image taken by (JWST) on 12 July 2022. 

These nonlinear filters were therefore selected to highlight the significance of selecting the right 

technique that can handle, process, and preserve as many details as possible. They also serve to 

elucidate the degree of advancement achieved in the field of denoising and the distinction 

between the classical filters and the more sophisticated filters that have evolved to handle finer 

details. Classic filters deal with the pixels themselves and their neighbors and then perform the 

desired statistical process. While advanced filters consider the similarities and distances between 

the central pixel and its neighbors, they preserve the edges of the image as advanced features. 

Based on quality measurements (PSNR) and (SSIM), the filter results were compared. The 

results show that the Bilateral filter gives high performance in restoring images under different 

Gaussian noise densities compared with the other denoising filters where it gives values of 

(30.65) and (0.93) for (PSNR) and (SSIM) respectively Which is higher than the results of the 

filters. 
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1. Introduction: 

In many life applications, satellite images are crucial because they provide a precise and 

unambiguous image of the subject being studied (Abdul Wadood and Ghalib, 2018; Abdul 

Wadood and Ghalib, 2019). Examples of these applications include tracking the motion of 

galaxies, planets, and celestial objects and the degree of climate change and rising and falling 

ocean water levels. According to Muslim and Ghalib (2019) and Ghalib and Abdul Wadood 

(2020), the satellite image is a digital image that is displayed as a series of numbers that can be 

saved and managed by a digital computer. The image is split up into tiny sections known as 

pixels to convert it into numbers (Muslim and Ghalib, 2019). Similar to other types of images, 

satellite images are subject to noise due to transmission and acquisition (Kolhe and Yogendra, 

2013). This might have an impact on image analysis and study. To evaluate and examine the 

image(s), it is crucial to remove or reduce the noise. According to Swamy and Kulkarn (2020), 

noise in satellite images is an undesired physical phenomenon that results from variations in 

atmospheric layers. (Hambal and Faustini, 2017) point out that there are various types of noise, 

with Gaussian noise being the most prevalent type. Each pixel in the noisy image represents the 

sum of the true pixel value and a random Gaussian-distributed noise value (Liu and Jianbin, 

2018). This statistical noise is known as Additive White Gaussian Noise (AWGN), and it has a 

probability density function of the normal distribution (Ali, 2018). 

In this paper, the problem is the appearance of noise on telescope images during the 

transmission or acquisition process, which will reduce the quality of the images and thus the 

quality of analysis and interpretation. The objective is to remove this noise by using nonlinear 

methods to conserve as much data as possible regarding space telescope images because of their 

significance for studies and research in science. The nonlocal Mean (NLM) and Bilateral (BF) 

filters are among the best image-denoising and edge-preserving tasks. (NLM) denoising 

methods, look for nearby pixels within a sizable search window, and weigh them based on 

average pixel intensities and similarities (Anh, 2014). These algorithms were developed by 

Buades et al. (Wilson and Julia, 2013). Whereas (BF) is a straightforward, stable, and 

noniterative technique, proposed by Manduchi (Manduchi and Tomasi, 2005), reduces noise 

prevents edges, and considers both spatial and intensity variations from the central pixel 

(Angulo, 2013). Classic filters are considered the basis or point from which advanced filters 

started. These filters deal with the image pixels individually, searching for any noise values 

included in the pixel intensity to remove them. 

 
1.1 Literature Review: 

Numerous researchers have attempted to eliminate noise in recent years by using these 

filters in their studies. These studies provide light on the most notable discoveries in the field of 

digital image denoising using the filters used in this paper. As a result, we can take advantage of 

the features and additions made to these techniques to enhance their performance and apply 

them to our intended research objective. Such as, Ahmood (2015) removed various types of 

noise added to a grayscale image of size 512 * 512 pixels using both classical and fuzzy filters 

of size 3*3. The results show that classical methods were able to deal with damaged pixels and 

gave results close to that of fuzzy filters, despite their superiority. Hossein and Habib (2020) 

improved SNR quality measurement from 25.1 when using Gaussian filtering to 28.8 when the 

MRNLM method was used, where this method employed multiple reconstruction NLM filtering 

(MRNLM) to eliminate redundant information from auxiliary images. Heo et al. (2020) 

conducted a systematic review to evaluate the efficacy of the NLM denoising algorithm in MR 

imaging and proved an accurate method for disease diagnosis. Their findings indicate that the 

NLM denoising algorithm is a viable strategy for accomplishing this objective.  
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Improved methods based on fast or optimization terms and various functions are 

expected to yield more useful results. Jasim (2020) combined several denoising filters to reduce 

noise in face images, then, as a preprocessing step, the best of these filters was selected, and 

PCA was used to perform face recognition. The outcome demonstrated an improved face 

recognition process under high-density noise by utilizing principal component analysis and the 

adaptive weighted mean filter. Feng and Pan (2021) proposed a novel algorithm for infrared 

image enhancement based on the relativity of the Gaussian adaptive bilateral filter that consists 

of three steps. divide the image by the relativity of the Gaussian-adaptive bilateral filter, 

multiplied by the proposed weight coefficient, and combine the detail layer and the base layer 

processed. The suggested algorithm successfully increases the contrast of infrared images, 

according to the results. Noor (2021) improved ultrasound noisy images in two steps. Stage one 

involved enhancing the images using 3x3, 5x5, and 7x7 sliding window sizes of adaptive 

Weiner, Lee, Gamma, and Frost filters; stage two involved simulating the noise in Lina's image 

using a different percentage of speckle noise. The findings demonstrated that as the slide 

window size increased, so did the additive noise reduction. Chen and Gao (2022) suggested an 

NLM algorithm based on the fractional compact finite difference scheme (FCFDS) to reduce 

speckle noise in OCT images. When compared to integer order difference operators, FCFDS 

makes greater use of local pixel data. Simulations demonstrate that, in comparison to other 

cutting-edge despeckling techniques, the suggested method significantly reduces noise and 

maintains image details. Wagner et al. (2022) suggested a hybrid denoising technique that 

combines a convolutional deep learning denoising network with a set of trainable joint bilateral 

filters (JBFs) to predict the guidance image. The outcome demonstrates a high level of noise 

reduction efficacy. Nabahat et al. (2022) proposed a bilateral filter for image denoising called 

the whale optimization algorithm (WOA) that depends on appropriate parameter selection. The 

bilateral filter performance is largely dependent on the proper parameter selection and it is 

parameters are optimized by using the weighted sum of the (PSNR) and (SSIM) as a fitness 

function of the WOA algorithm to design the proposed filter. The results show that the 

recommended approach performs better than the others. Fabian et al. (2022) proposed a bilateral 

filter that can be integrated into any deep learning algorithm and optimized in a purely data-

driven manner by calculating the gradient flow toward its hyperparameters and input. The 

suggested approach demonstrates the capacity to rival cutting-edge denoising architectures. Abd 

Almoanf and Shaker (2022) describe a technique based on the retinex algorithm and discrete 

wavelets transform to improve the quality of computed tomography images by eliminating 

potential noise. The suggested method aims to improve the contrast of the images. The DCP 

method with WT was found to have the highest rate of enhancement, according to the 

experiment results. Xu et al. (2022) proposed a scale adaptive texture filtering algorithm to 

smooth strong gradient textures while maintaining weak structures. The results demonstrate how 

well the suggested algorithm performs in removing textures while maintaining main structures 

and the quality of structure similarity. Spagnolo et al. (2023) developed a novel approximate 

computing strategy to meet real-time requirements and minimize the computational complexity 

of the image-denoising process, it is demonstrated that the novel approximate approach can be 

helpfully exploited in the design of reconfigurable denoising filters able to reach image qualities 

as close as possible to the precise software counterparts. Liu and Zhang (2023) proposed a novel 

method of image denoising based on wavelet transform and nonlocal moment mean filtering 

approach (NMM). The experiments demonstrate that the algorithm achieves a better denoising 

effect compared with other denoising methods. Huihua et al. (2023) proposed an enhanced NLM 

denoising algorithm that extracts gradient information from images more precisely by fusing the 

Laplacian of the Gaussian operator. The suggested algorithm recovers CT images with high 

PSNR and SSIM values while maintaining the image edge and suppressing noise. 
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The research problem is the appearance of noise on telescope images during the transmission or 

acquisition process, which will reduce the quality of the images and thus the quality of analysis 

and interpretation.  

The objective is to remove this noise through the use of nonlinear statistical methods, including 

the proposed method. 

2. Material and Methods: 

2.1 Non-Local Means Filter (NLM): 

The Non-Local Mean Filter (NLM) algorithm was introduced by A. Buades et al. 

(Wilson and Julia, 2013) and is based on a non-local averaging of all pixels (Dore and Cheriet, 

2009; Sarker, 2012). It is a nonlinear filter used to remove Gaussian noise from images while 

preserving image details (Angella and Rini, 2019). for a pixel (i) in the noise image v = 

v{v(i)│i∈I}, the estimated value NL[v](i) is calculated as. 

 

  , -  ∑  (   ) ( )          (1) 

 

Where w(i, j) is the weights, which satisfy the standard conditions      (   )      and 

∑  (   )    , which are dependent on the similarity between the pixels (i) and (j) (Buades et 

al, 2005). (NK) indicates a fixed-size square neighborhood centered at a pixel (k), and the 

similarity is measured as a decreasing function of the weighted Euclidean distance, and the two 

pixels (i) and (j) are similar when the intensity of the vectors v(Ni) and v(Nj) are similar. 

 

‖ (  )   (   )‖   
 

       (2) 

 

In noisy neighborhoods, the Euclidean distance increases the following equality (Wilson and 

Julia, 2013). 

 

‖ (  )   (   )‖   
 
 ‖ (  )   (   )‖   

 
       (3) 

 

Since the order of similarity between pixels is expected to be conserved by the Euclidean 

distance, it clarifies the robustness of the (NLM) (You, and Nam, 2013). The definition of the 

weights is: 

 

 (   )  
 

 ( )
 

 ‖ (  )  (   )‖   

 

        (4) 

 

where Z(i) is the normalizing constant and (h) is the filtering degree or smoothing parameter. 

 

 ( )  ∑ 

 ‖ (  )  (   )‖   

 

        (5) 

 

It regulates the weights' decay as a function of Euclidean distances by controlling the 

exponential function's decay. This image filter's implementation method is explained by the 

algorithm that follows. 
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Step 1: Input the color image “Carina Nebula”. 

Step 2: Add Gaussian noise to the input image with a mean and sigma to obtain a noisy image. 

Step 2: Convert the noisy image from RGB color space to YUV color space to obtain a YUV 

image. 

Step 3: Extract the luminance channel Y from the YUV image. 

Step 4: Apply NLM filtering to the luminance channel Y by calculate the similarity to obtain a 

filtered luminance channel FY. 

Step 5: Replace the original luminance channel Y with the filtered luminance channel FY. 

Step 6: Convert the filtered YUV back to RGB color space to obtain the denoised color image. 

Step 7: Output the denoised color image. 

 

2.2 Bilateral Filter (BF): 

A bilateral filter is a nonlinear filter used for edge preservation and image smoothing 

(Anchal et al., 2018; Liu et al., 2020). It measures proximity in intensity space using a separate 

kernel, in contrast to traditional convolutional filters (Ghosh et al., 2018). (BF) is defined as a 

weighted average of adjacent pixels (Chen et al., 2020): 

 

  , -  
 

  
∑    (‖   ‖)   (‖     ‖)   ∈    (6) 

 

where (Wp) is the normalization factor, which is defined as follows (Kaur and Bhawna, 2020): 

 

   ∑    (‖   ‖)   (‖     ‖)   ∈     (7) 

 

The parameter    and    will determine the degree of filtering applied to the image (I). 

When the intensity values of (q) pixels differ from (Ip), the Gaussian range (   ) reduces the 

influence of (q) pixels. (   ) is a Gaussian weight that decreases the influence of distant pixels. 

This image filter's implementation method is explained by the algorithm that follows. 

 

Step 1: Input the color image “Carina Nebula”. 

Step 2: Add Gaussian noise to the input image with a mean and sigma to obtain a noisy image. 

Step 2: Convert the noisy image from RGB color space to YUV color space to obtain a YUV 

image. 

Step 3: Extract the luminance channel Y from the YUV image. 

Step 4: Apply bilateral filtering to the luminance channel Y by measuring proximity in intensity 

to obtain a filtered luminance channel FY. 

Step 5: Replace the original luminance channel Y with the filtered luminance channel FY. 

Step 6: Convert the filtered YUV back to RGB color space to obtain the denoised color image. 

Step 7: Output the denoised color image. 

 

2.3 Classical Filters: 

Classical filters deal with pixel values or pixel neighbors of the noisy image (Stella and 

Bhushan, 2012). Numerous filters fall into the category of classical filters, including non-linear 

filters like midpoint filter (Mid), median filter (Med), minimum value filter (Min), and 

maximum value filter (MAX). This filter is widely used and is regarded as the foundation for all 

other filters. The (Med) filter, which is defined by the following equation (Dubeya, 2022), 

substitutes the median of the neighborhood intensities for the pixel value in the new image 

(Rajni and Anutam, 2014). 

 ̂(   )        (   )∈   * (   )+         (8) 
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Where (x, y), (s, t) are pixel coordinates of the estimated and noisy images f  (x,y), g(s,t)  

respectively. Assuming we have a (3×3) image, we can apply a (3×3) mask of the (Med) filter to 

it as Figure 1 below illustrates: 

 

 
Figure 1: Median Filter 

 

Next, the (Med) filter effectively sorts the image's pixels in ascending order based on 

their intensities. After that, it chooses the median pixel value and substitutes it for the center 

pixel's value in the newly created (non-noisy) image (Ullah, 2018). The median denotes the 

(50
th
) percentile of a ranked set of numbers (Pathidar, 2010). In contrast, the (Max) filter is 

represented by the (100th) percentile, as stated by (Kommineni and Hemantha, 2019): 

 

 ̂(   )     (   )∈   * (   )+      (9) 

 

Where (x, y), (s, t) are pixel coordinates of the estimated and noisy images f  (x,y), g(s,t)  

respectively. This filter seeks to Find the brightest pixel in the image (Kumar, 2014), Figure 2 

illustrates the Max filter. 

 

 
Figure 2: Maximum Value Filter 

 

Conversely, the (Min) filter represents the (0
th
) percentile filter and is provided by: 

 

 ̂(   )     (   )∈   * (   )+       (10) 

 

Where (x, y), (s, t) are pixel coordinates of the estimated and noisy images f  (x,y), g(s,t)  

respectively. This filter is used to identify the darkest areas of an image (Singh and Nirvair, 

2014). An example of this filter is shown in Figure 3. 
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Figure 3: Minimum Value Filter 

 

The midpoint filter is the arithmetic mean of the MAX and MIN value filters that are calculated 

by the equation (Singh and Nirvair, 2014). 

 

 ̂(   )  
 

 
[   (   )∈   * (   )+     (   )∈   * (   )+]    (11) 

 

 

It combines averaging and order statistics as shown in Figure 4. 

 

 
Figure 4: Midpoint Value Filter 

 

3. Discussion of Results: 

The experiment was carried out by adding AWGN with zero mean and 0.01 variance to 

the approved image as shown in Figure 5, which is the first James Webb space telescope image 

taken to the Carina Nebula on July 12, 2022 (https://webb.nasa.gov/). With thousands of 

astronomers using JWST worldwide, JWST is the leading observatory of the coming ten years. 

It takes images from the first bright lights following the Big Bang to the creation of solar 

systems that could support life on planets like Earth and the development of our own Solar 

System, it examines every stage of our Universe's history. So, this image must be clear and free 

of impurities .Considering the significance of these images, we should work to eliminate any 

noise that may have been introduced during the transmission and acquisition process. So, in this 

experiment, we added different percentages of Gaussian noise to the adopted image and then 

applied the adopted filters, the code of these filters is written using MATLAB. 
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Figure 5: Original Image of Carina Nebula (A), Gaussian Noise Image of Carina Nebula (B). 

To evaluate the quality of the obtained results the Structural Similarity Index Measure (SSIM) 

and the Peak Signal to Noise Ratio (PSNR) are used to calculate this quality. Where (PSNR) is 

regarded as a quality measurement that is frequently used to quantify reconstruction quality for 

images and video (Hore and Djemel, 2010): 

 

              (
    

   (   )
)      (12) 

 

Where: 

 

   (   )  
 

  
∑ ∑ (       )

  
   

 
        (13) 

 

On the other hand, (SSIM) is a quality measure that determines how similar the two digital 

image structures are (Wang et al., 2004). The following equation provides it: 

 

     ( (   ))  ( (   ))
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Which stand for three weights (Bakurov et al., 2022) with exponents (α), (β), and (γ), 

respectively. 

 

 (   )  
        

  
    

    
       (15) 

 

  (   )  
        

  
    

    
       (16) 

 

 (   )  
      

       
       (17) 

 

Where C1, C2, and C3 are small quantities for numerical stability. To assess the efficacy 

of the approved filters, we added different amounts of Gaussian noise ratios to the image. Where 

The quality of the restored images varies, as Table 1 illustrates. The results indicate that the 

Bilateral filter performs best in terms of both PSNR and SSIM when there is a noise density of 

0.01 where it is given the values 30.65 PSNR, and 0.93 SSIM respectively, while the Nonlocal 

mean filters rank second with 24.32 PSNR and 0.89 SSIM. According to measurements, the 

median filter from the classical filters has the highest quality measures 22.84 PSNR and 0.87 

SSIM, respectively. The Midpoint filter comes in the second rank with measurements of 22.27 

PSNR and 0.86 SSIM. In contrast, the results of the minimum and maximum value filters are 

16.32 PSNR, 0.77 SSIM, and 17.66 PSNR, 0.74 SSIM respectively. Figure 6 displays the 

images that have been restored. 

Table 1: PSNR and SSIM values for the restored images of each filter 

Filters 
Image Quality Measurements 

PSNR SSIM 

Bilateral 30.65 0.93 

NLM 24.32 0.89 

Maximum Value 16.32 0.77 

Minimum Value 17.66 0.74 

Median Value 22.84 0.87 

Midpoint Value 22.27 0.86 

The following outcomes are obtained when we apply the filters to denoise the Carina Nebula 

image at different noise ratios of 50%, and 75%: 

 

Table 2: PSNR and SSIM values of the restored images calculated for different noise ratio 

Filters 

Image Quality Measurements in Different Noise Ratios 

50% 75% 

PSNR SSIM PSNR SSIM 

Bilateral 34.63 0.99 59.43 9.44 

NLM 13.12 0.80 12.63 0.80 

Maximum Value 7.35 0.56 7.07 0.55 

Minimum Value 9 0.52 8.59 0.5 

Median Value 12.66 0.78 12.17 0.78 

Midpoint Value 12.43 0.77 12.01 0.77 
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Figure 6: Restored Images of Carina Nebula by, Bilateral Filter (A), Nonlocal Mean Filter (B), 

Max Filter (C), Min Filter (D), Median Filter (E), and Midpoint Filter (F). 

 

We can observe from the results in Table 2 that the order of filters about the restored 

image quality and the presence of various noise levels did not change. The first filter is bilateral, 

which has 34.63 PSNR and 0.99 SSIM in 50% and 34.95 PSNR and 0.99 SSIM in 75% noise 

density, respectively. The maximum value filter is at the bottom of the ranking, as recorded 7.35 

PSNR, 0.65 SSIM in 50% noise density, and 7.07 PSNR, 0.55 SSIM in 75% noise density. the 

second one is the NLM filter with 13.12 PSNR, 0.80 SSIM in 50% noise density, 12.63 PSNR, 

and 0.80 SSIM in 75% noise density. 

The advantage of the bilateral filter is reducing noise while preserving edges in the 

image because it gives higher weight to pixels that are both spatially close and have similar 

intensity values. This way, noise is suppressed, and edges are preserved, making the filtered 

image visually smoother while retaining important features. On the other hand, the nonlocal 

mean filter is a versatile and effective denoising technique that considers the global structure of 

an image. but it a computationally intensive, and needs optimizations and variations to make it 

more practical for real-world applications. 
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4. Conclusion: 

The results show that the bilateral filter was quite flexible in reducing noise while 

maintaining all the qualities and features of the original image. It achieved a high image quality 

index and moved the PSNR away from its nearest filter by almost ten degrees. Furthermore, the 

Bilateral filter stands out for maintaining image contrast and edges, as evidenced by the 

structural similarity quality index (SSIM), which awarded the filter a high-efficiency level of 

0.93. This is not to say that the other filters are not effective; in fact, classic filters are based on 

local information and are simple to compute but may not preserve fine details well. They are 

thought of as the initial stage towards creating effective filters that address the features or 

attributes of the noise, which is reflected in the caliber of the denoised images. On the other 

hand, the nonlocal mean filter considers the global structure of the image, providing better 

preservation of edges and details, but at a higher computational cost, it is regarded as one of the 

most cutting-edge and effective filters for noise reduction, as demonstrated by its performance. 

Ultimately, the findings demonstrate that the quality of the restored image decreases with 

increasing added noise density. 
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 انثحث: يسرخهص

، يًا ٚقهم يٍ الاسرحٕارذشّٕٚ انصٕس أثُاء عًهٛح انُقم أٔ  ذؤد٘ انٗ، انغأسٛحانضٕضاء، تًا فٙ رنك انضٕضاء 

ذهسكٕب  ، فٙ حٍٛ ٚهعةتانغ الأًْٛح فٙ يعانجح انصٕس اًإصانح ْزا انرشٕٚش أٔ ذقهٛهّ أيش عًهٛح ذعذ، ٔانًعهٕياخ انًطهٕتح

ْزا  فٙنرعضٚض فًُٓا نهكٌٕ، ٔذٕفٛش تٛاَاخ عهًٛح قًٛح، ٔإنٓاو الاْرًاو انعانًٙ.  اًحٕٛٚ دٔساً (JWSTجًٛس ٔٚة )انفضاء 

انعذٚذ يٍ انًششحاخ غٛش انخطٛح )انًرٕسطح غٛش انًحهٛح ٔانثُائٛح ٔانكلاسٛكٛح( لإصانح انضٕضاء انغٕسٛح يٍ قذيُا انثحث 

. ذى اخرٛاس ْزِ انًششحاخ غٛش 1911ٕٚنٕٛ  21( فٙ JWSTصٕسج سذٚى كاسُٚا، ْٔٙ انصٕسج الأٔنٗ انًهرقطح تٕاسطح )

سهٛط انضٕء عهٗ أًْٛح اخرٛاس انرقُٛح انًُاسثح انرٙ ًٚكُٓا انرعايم يع أكثش عذد يًكٍ يٍ انرفاصٛم ٔيعانجرٓا نرانخطٛح 

حاخ فٙ يجال ذقهٛم انضٕضاء ٔانرًٛٛض تٍٛ انًشش انحاصمانرقذو  يذٖعهٗ ذٕضٛح اً ٔانحفاظ عهٛٓا. كًا أَٓا ذعًم أٚض

انعُاصش نرعايم يع انرفاصٛم انذقٛقح. ذرعايم انًششحاخ انكلاسٛكٛح يع انقادسج عهٗ ا اًانكلاسٛكٛح ٔانًششحاخ الأكثش ذطٕس

ثى ذقٕو تئجشاء انعًهٛح الإحصائٛح انًطهٕتح. تًُٛا ذأخز انًششحاخ انًرقذيح فٙ الاعرثاس أٔجّ انرشاتّ ٔيٍ ٔجٛشآَا انصٕسٚح 

ذحافع عهٗ حٕاف انصٕسج كًٛضاخ يرقذيح. ٔتالاعرًاد عهٗ قٛاساخ ٔانًشكض٘ ٔجٛشاَّ،  انصٕس٘ انعُصشٔانًسافاخ تٍٛ 

أغٓشخ انُرائج أٌ انًششح انثُائٙ ٚعطٙ أداء عانٙ فٙ اسرعادج ، ار (، ذًد يقاسَح َرائج انرششٛحPSNR(ٔ )SSIMانجٕدج )

( 9.45( ٔ )59.03ٕضاء الأخشٖ حٛث ٚعطٙ قٛى )انصٕس ذحد كثافاخ ضٕضاء كأسٛح يخرهفح يقاسَح تًششحاخ ذقهٛم انض

 ( . َرائج انًششحاخ.PSNR( ٔ )SSIM( عهٗ انرٕانٙ ْٔٙ أعهٗ يٍ قًٛح انًششح )PSNR( ٔ )SSIMنـ )

 

 .ٔسقح تحثٛح :نوع انثحث

 

 Non Localإصانح انضٕضاء يٍ انصٕسج، اسرعادج انصٕسج، انضٕضاء انغأسٛح، يششح  انًصطهحاخ انزئيسح نهثحث:

Mean يششح ،Bilateral.انًششحاخ انرقهٛذٚح ، 
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