On Shrunken Estimation of Generalized Exponential
Distribution

Abbas Najim Salman Alaa Majed, Maha A. Mohammed

Department of Mathematics-1bn-Al-Haitham College
of Education - University of Baghdad

b uaiil] Gt jguindd kil | yutidiichd| Jo

daaa JL.QJ\ e Lga caala e (Olalu ?9"' ol
135 ol - (g () Ao ) Al - iy ) puid
uélﬁ.uﬁd‘

Ladie  (pfialnall g3 aladl o) 2igill (o) JSAN dalra il aa Giagd) 13 £ gaga Jalay
dic (SSSE) sl gl dla jall 93 paliiall A g¥) JLEAY) jaka aladiady daglra ()) Qulil) dalra ¢S
ALYl Al ) Al 3ok ¢ Aty dasd (S (o) JSA) dalra Jsa (0lp) Al ilaglra ) g3
Alial) Claglral) 03] (R) ULl dihaia )

il [REF(4)] Al 3eUsly [MSE] Uaiddl Cilayje Jogia ¢ padll cifalaa cilid)
3sSiall c¥alaally dualdld) sl uiliil) Ay Gaob oo 7 ilall jakall gaillad Culbgl z bl
Al e Jglan S8y i) sda Caida gy "L

Gar ae A4l ) ABLGYL GBSl palallg g al) palall o Al Gl <y al
AR jaiall BeliS g Apan] ¢l ARl il yat)



Y el gﬂ\ C_Q"““ A ol Jp

Abstract:

This paper deal with the estimation of the shape parameter (o) of
Generalized Exponential (GE) distribution when the scale parameter (A) is
known via preliminary test single stage shrinkage estimator (SSSE) when a prior
knowledge (o) a vailable about the shape parameter as initial value due past
experiences as well as suitable region (R) for testing this prior knowledge.

The Expression for the Bias, Mean squared error [MSE] and Relative
Efficiency [R.Eff(-)] for the proposed estimator are derived. Numerical results
about behavior of considered estimator are discussed via study the mentioned
expressions. These numerical results displayed in annexed tables. Comparisons
between the proposed estimator and the classical estimator as well as with some
earlier studies were made to shown the effect and usefulness of the considered
estimator.

1. Introduction

The two parameter generalized exponential (GE) distribution has been
proposed and studied by the authors. It has been studied extensively by Gupta
and kundu [1], [2], [3], [4]. [5] and [6].

Note that the Generalized Exponential (GE) distribution is a sub-module of the
exponentiated weibull distribution introduced by [7].

It is observed in [1] that the two parameter Generalized Exponential (GE)
distribution can be used quite effectively in analyzing many lifetime skewed data,
and the properties of GE distribution are quite close to corresponding properties
of two parameter Gamma distribution.

The two parameter Generalized Exponential (GE) distribution has the
following distribution function:

F(x;o,A) =(1—e™)*;x>0,a,A>0 (D)

Therefore, GE distribution has the following density function

olM(l—e ™) te™ for x >0,0,A >0
{ ( ) (2)

f(x;o,A) =
( ) 0 o.w.

Here, a is the shape parameter and A is the scale parameter.

We denoted by GE(a,A) to Generalized Exponential distribution with shape
parameter a and scale parameter A.

In this paper we introduce the problem for estimating the unknown shape
parameter (a) of GE distribution with known scale parameter (A) when some
prior knowledge (o) regarding true value (o) is a vailable using preliminary test
single stage shrinkage procedure.

Noted that, the prior knowledge regarding due reasons introduced by [8] as
well as the classical estimator of a. (& ;MLE) and using shrinkage weight factor
[wi(a)], 0 £ yi(&) < 1 results the what is known as *"Shrinkage estimator™,
which though perhaps biased has smaller mean squared error [MSE] than that
of &.
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Thus, "Thompson-Type' Shrinkage estimator will be
v, (@) +[L—wy, (a))o, -..(3)
Now, the preliminary test single stage shrinkage estimator (SSSE) introduced in
this paper is a estimator of level of significance (A) for test the hypotheses Ho:a. =
oo VS Ha: o # op.
If Ho accepted we use the shrinkage estimator defined in (3).
However, if Hy rejected, we shall take another shrinkage estimator via different
shrinkage weight factor wya(-); 0 < wyy(-) £ 1 and then using the following
shrinkage estimator:
Y, (d)d + (1_\V2 (d))ao -"(4)
Thus, the general form of preliminary test single stage Shrinkage estimator
(SSSE) will be:

= ...(5)

Vv (@)6+ Ly @), if GeR
{wz(&)ma—wz(a»ao if GgR

where w,(&),0<wy, (&) <1, i =1, 2 is a shrinkage weight factor specifying the
belief of & and (1—wy,(a)) specifying the belief of ap, and w,(&) may be a
function of & or may be a constant (ad hoc basis), while (R) is a pretest region
for acceptance the prior knowledge with level of significance A.

Several authors have been studied preliminary test single stage shrinkage
estimator (SSSE) defined in (5), see for example; [8], [9], [10], [11] and [12].

The aim of this paper is to estimate the shape parameter (a) of two
parameters Generalized Exponential (GE) distribution with known scale
parameter (A = 1) using proposed preliminary test (SSSE) defined in (5) via
study the expressions of Bias, Mean squared error and Relative Efficiency of this
estimator and display the numerical results for mentioned expressions in
annexed tables. Also, study the performance of the consider estimator and make
comparisons with the classical estimator as well as with some studies introduced
by some authors.

2. Maximum Likelihood Estimator of a[2]

In this section, we consider the maximum likelihood estimator (MLE) of

GE(a,A). Let X3, X2, ..., Xn De @ random sample of size n from G (a,A), then
the log-likelihood function L(a,A) can be written as:
L(a,A)=niIn(a) + nin(A) + (¢ =)D Inl—e™) = 1> x, ...(6)

i=1 i=1

In this paper, we assume that A is known (A = 1).
The normal equation become

%:£+anln(l—e‘xi):0 (7

oo o ‘3

Thus , we obtain the MLE of a, say &, as below
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n

S (8
D In(l—e™)

Cpie

The distribution of a,, . is the same as the distribution of (na/y), where y follows
Gamma (n,1); see [2].
Therefore, for n > 2

2 .2 2
nz—OL and MSE(&MLE) = &
(n-1)°(n-2) (n-)(n-2)

Now, using (8), an unbiased estimator of a can be easily obtained as:

~ n ~
E(Qye) = E.OL , Var(Ouy,g) =

.~ h-1, n-1
OL:TOLMLE :_n(—) ...(9)
DIn(l-e™)
i=1
2
Therefore, E(&) = a and MSE(a) = var(&) = ¢ ...(10)
n —

3. Preliminary Test Single Stage Shrinkage Estimator (SSSE) a

In this section, we consider the preliminary test (SSSE) which is defined in
(5) when vy, (&) =0 and w, (&) =w(p) for estimate the shape parameter a. of GE

distribution when A = 1.
Thus, preliminary test single stage shrinkage estimator (SSSE) a will be::

N o, Jf aeR
..(12)

Tlwp)a+@-wp)e, Lif &eR

where w(p) = ki(p) / k2(p)

ip .
ki(p)z(ij -F(nJrZIp_Zj/F(n_Zj,forizl, 2,peNandn>2.
n—2 2 2

And R is a pretest region for testing the hypothesis Ho: o = ap Vs Ha: a # o with

N : . 2(n-1
level of significance (A) using test statistic T(&/a,) = M.

ie: R {Z(n_l)% Z(n_l)%} ..(12)
b a
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Where, a = (X} ar220) @nd b= (XAIZZn) .-(13)

are respectively the lower and upper 100(A/2) percentile point of chi-square
distribution with degree of freedom 2n.

The expression for Bias of @ is

Bias(a/a,R) = E(a—a)

= [ (0o —)f (6)d6. + [[W(p)G. + (L - W(p))ot, — il ()

Where, R is the complement region of R in real space and f(&) is a p.d.f. of &
with the following form

[(n 1) :|n+1 —(n o
fa) =1L for &> 0,0 > 0 ...(14)
r'(n)(n-1)a
0 o.W.
We conclude,

Bias(c/ o R) = o{(C~1J, (% b*) + L~ w(p))(C —D) — (N —Dw(p)J; (a*, b*) — (L w(P))CJ, (@%,b*) + I, (@*, b*)}

...(15)
n 1 —
where J, (a%,b*) = jy’” y o ) L dy: /=012 ...(16)
Also, Q=&,y= (n _Al)a,a*=Q‘1-a and b*=¢"-b ...(17)
(04

The Bias ratio [B(-)] of a is defined as below:-
B(5) = Bias(a/ o, R)

The expression of Mean squared error (MSE) of a given as
MSE(G/ o, R) = E(a —a)?

...(18)

— o {(c -7, a9+ O (e e -1y )T - 1), ) -

2(n -1)¢J, (@*,b*) + £, (%, b¥)] - 2w (p)(C ~DI(n —1)J, (%, b*) - L, (%, b¥)] - (E-1)*J, (a*, b¥) }

...(19)
The Efficiency of a relative to the a denoted by R.Eff(a/a,R) defined as
REFF (/o R) = —VSE(®) ...(20)
MSE(a/ o, R)

See for example; [8], [9], [10] and [11].
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4. Conclusions and Numerical Results
The computations of Relative Efficiency [R.Eff(-)] and Bias Ratio [B(:)]
expression were used for the considered estimators & (using MATH.Cad 2001
program) . These computations were performed for the constants A=
0.05,0.01,0.1, n = 4,6,8,10,12,16,20,30, p = 2,3,4,5 and { = 0.25(0.25), 2. Some of
these computations are displayed in tables (1) and (2) for some samples of these
constants. The observation mentioned in the tables leads to the following results:
i.  The Relative Efficiency [R.Eff(-)] of & are adversely proportional with
small value ofA, i.e. A =0.01 yield highest efficiency.

ii.  The Relative Efficiency [R.Eff (-)] are increasing function with increasing
value of p.

iii. The Relative Efficiency [R.Eff (-)] of & has maximum value when a=a,({=1),
for each p, n,A, and decreasing otherwise (£#1). This feature shown the
important usefulness of prior knowledge which given higher effects of
proposed estimator as well as the important role of shrinkage technique and
its philosophy.

iv.Bias ratio [B(-)] of & increases when g increases.

v.Bias ratio [B(:)] of a are reasonably small when a = a for each w(p), n, A, p
and increases otherwise. This property shown that the proposed estimator a
is very closely to unbiasedness especially when a. = a.

vi.The Relative efficiency [R.Eff(-)] of & decreases function with increases value
of w(p) and n, for each p, A, £. This property employ the role of the prior
information for proposed Shrinkage estimator via takes high weight for prior
information which leads to maximum efficiency.

vii.The Effective Interval [the value of { that makes R.Eff. (-) greater than one]
using proposed estimator a is at most [0.5, 1.25]. Here the pretest criterion is
very important for guarantee that prior information is very closely to the
actual value and prevents it faraway from it, which get optimal effect of the
considered estimator to obtain high efficiency.

viii. The considered estimator & is better than the classical estimator especially
when a = ap, which is given the effective of & when given an important
weight of prior knowledge. And the augmentation of efficiency may be reach
to tens times.

iX.The proposed estimator & has smaller MSE than some existing estimators
introduced by authors, see for examples [2].
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Table (1) Shown Bias Ratia B(-) and R.E.ff of & w.r.t. A, nand{ whenp =3

¢
R.EfT.
A n _ 0.25 0.75 1 1.25 1.75 2
Bias
(- 1.0071055 85716 3475272 2.6329 883657 0.4989075
4 | REfO
B(-) (- .70286) (- .237567) (.000702) (.293074) (.751784) (1.000803)
o R.Eff() 0.349546 3.081120 238.989 2.569178 0.295571 0.166601
0oL B() (- .689732) (~ .2304131) (.008859) (.254026) (.750838) (.9998513)
' (- 228255 1.913522 21.6614 1.05324 0.126732 007161212
16 | REFO
B() (- .5550749) (- .1817786) (0.019417) (.258693) | (.7506336) (0.998321)
(- 2171433 1.694985 14.29253 1832049 1009874 10055757
20 | REFO)
B() (- .4996574) (- .164432) (.0028292) (.256508) (.74991) (.997582)
. R.EF() 1.0153918 9.1488148 286.32138 733851 0.879730 0.499158
B(-) (- .7001389) (~ 0.229575) (.0129981) | (0.2585977) | (0.753276) (1.000337)
o R.Eff(-) 0.349549 3.179488 221442999 | 25272137 295485 16732071
005 B() (- .6897299) (- 0.22696) (0.0119664) | (0.256090) | (.7508839) | (.99781011)
' 16 | REfO 228255 1.864801 21.661428 1.112045 1279409 107266155
B() (- 555074) (~.183649) (01941726) | (250876) | (7466908) | (.98970729)
0 | REFO 217149 1.650754 12.19599 19352259 11003849 10568135
B() (- .49965) (- .1660671) (.015806) (0.239371) | (.743093) | (0.98604029)
Table (2) Shown Bias Ratia B(-) and R.E.ff of a w.r.t. A, nand { when p =4
¢
R.Eft.
A n _ 0.25 0.75 1 1.25 1.75 2
Bias
(- 88989 8.007153 428188 7.997506 0.88885 0.49999
. R.EFff(-)
B() (- 0.749575) (- .249887) (.0000633) | (.2500388) | (.75001) | (1.000007)
(- 3060477 2.750568 5953.9753 2.648961 296161 166675
8 R.EFff(-)
- B() (~.73792) (~.246075) (.0017749) | (.2508066) | (.7501680) (.99997)
' (- 1564909 1.408589 157.3529 1.1106166 | .1268961 071512
16 | REfO
B() (- .675074) (- .223777) (.01022725) | (.2533417) | (.7502435) (.99935)
(- 136343 1.2105582 70.585589 8657561 198760 055662
0 | REM
B() (- .6373499) (- .2114960) (.0127311) | (.2529288) (.74999) (.99891)
A RLEF() 89011 8.013533 2667497 7.99428 888808 1499996
B(-) (- .749483) (- .249788) (.000134) (.250089) | (.750039) | (1.000003)
6 R.EFf(-) 306048 2.766229 5516.8358 2.64020 296151 166809
00 B() (- 0.737924) (- 24538) (.002397) (251220) | (.7501770) | (0.999561)
' 6 | REFO 15649 1.39851 146.6117 1.13631 127390 07195
B() ( 0.675074) ( .22449) (.007463) (250337) | (748728) | (.99604)
o | REFO 13634 1.200603 60.23516 245217 1099544 056195
B() (- .63735) (- .212232) (.0071124) (91739) | (7468922) | (.993718)




